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Abstract This work addresses the modeling and simulation
of charged particulate jets in the presence of electromag-
netic fields. The presentation is broken into two main parts:
(1) the dynamics of charged streams of particles and their
interaction with electromagnetic fields and (2) the coupled
thermal fields that arise within the jet. An overall model
is built by assembling submodels of the various coupled
physical events to form a system that is solved iteratively.
Specifically, an approach is developed whereby the dynam-
ics of charged particles, accounting for their collisions, inter-
particle near-fields, interaction with external electromag-
netic fields and coupled thermal effects are all computed
implicitly in an iterative, modular, manner. A staggered,
temporally-adaptive scheme is developed to resolve the mul-
tiple fields involved and the drastic changes in the physical
configuration of the stream, for example when impacting a
solid wall or strong localized electromagnetic field. Qualita-
tive analytical results are provided to describe the effects of
the electromagnetic fields and quantitative numerical results
are provided for complex cases.

1 Introduction

Many modern manufacturing processes, in particular those
involved in the fabrication of small-scale devices, employ
concentrated microscale particulate flows, in the form of
jet-sprays, streams, etc. Processes such as ablation, epi-
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taxy, sputtering, etc., are commonplace.1 External electro-
magnetic fields can be utilized to manipulate and control
such particulate flows in order to achieve results that are
not possible by purely mechanical means alone. Industrial
applications where this is important include electrostatic
copiers, inkjet printers, powder coating machines, aerosal
design, etc. Furthermore, several industrial processes, such
as Chemical Mechanical Planarization (CMP), involve us-
ing small-scale chemically-reacting particulates to ablate
rough small-scale surfaces flat. These technologies have be-
come important for the success of many micro- and nano-
technologies (Luo and Dornfeld [85–88]). It is estimated
that over 50% (by weight) of the materials used in high-
end technology start out as particles or granulated mate-
rial. However, at small scales, particulates exhibit strong
sensitivity to near-field forces, which are an outcome of
electromagnetic forces between ions, leading to agglomer-
ation (“clustering”) and manufacturing inconsistencies that
can strongly affect the overall product quality (Fig. 1).2 Be-
low a certain particle length-scale, approximately one mil-
limeter, the dynamics of particles can be strongly affected
inter-particle near-field forces and external electromagnetic
fields. In some cases, the near-field forces could be due to
“stray” (unwanted) electromagnetic effects or a result of in-
duced/controlled electromagnetic fields. During processing,
whether intended or not, particulate agglomeration can oc-
cur. The formation of those clusters in the presence of an
electromagnetic field are also of high interest because they
may lead to poor spray quality and inconsistent fabrication

1The term “particulate” implies small-scale particles. We shall use
the terms “particle” and “particulate” interchangeably throughout this
work.
2The combination of attraction and repulsion forces is denoted as a
“near-field” force.
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Fig. 1 Processing of a surface
with a particulate spray.
Applications can vary from
(1) epitaxy (particle lay-up),
(2) particle
embedding/infiltration and
(3) ablation. Complex (charged
particle-charged particle
(ion-ion)) interaction results in
effective interaction that have
attractive and repulsive
components

results. Therefore, neglecting such near-field effects in an
analysis can lead to a significant miscalculation of the char-
acteristics of such flows. The modeling and simulation of the
dynamics of small-scale particulate flows in the presence of
near-fields and electromagnetic fields, which leads to cluster
formation, are the main part of this work.

Remarks The study of uncharged “granular” or “partic-
ulate” media, in the absence of electromagnetic effects,
is wide ranging. Classical examples include the study
of natural materials, such as sand and gravel, associated
with coastal erosion, landslides and avalanches. For re-
views, see Pöschel and Schwager [113], Duran [27], Jaeger
and Nagel [53, 54], Nagel [99], Liu et al. [83], Liu and
Nagel [84], Jaeger and Nagel [55], Jaeger et al. [56–58],
Jaeger and Nagel [59], the extensive works of Hutter and
collaborators: Tai et al. [128–130], Gray et al. [37], Wieland
et al. [136], Berezin et al. [15], Gray and Hutter [38],
Gray [39], Hutter [46], Hutter et al. [47], Hutter and Ra-
jagopal [48], Koch et al. [72], Greve and Hutter [40] and
Hutter et al. [49]; the works of Behringer and collabora-
tors: Behringer [12], Behringer and Baxter [11], Behringer
and Miller [13] and Behringer et al. [14]; the works of
Jenkins and collaborators: Jenkins and Strack [60], Jenk-
ins and La Ragione [61] Jenkins and Koenders [62], Jenk-
ins et al. [63] and the works of Torquato and collab-

orators: Torquato [132], Kansaal et al. [67] and Donev
et al. [22–26].3

2 PART I: Jets with Inter-particle Near-fields

2.1 Near-field Interaction

In order to motivate the near-field interaction that is often
present between particulates (small-scale particles), we re-
call that the force between two electrically charged particles
is given by (Coulomb’s law)

�e = qiqj

4πε‖r i − rj‖2
nij (2.1)

where �e is the force acting between the particles, qi is the
charge of particle i, qj is the charge of particle j , ε is the
permittivity and nij is the normal direction, determined by
the difference in the position vectors of the particles’ cen-
ters, defined by

nij
def= rj − r i

‖r i − rj‖ , (2.2)

3In the manufacturing of particulate composite materials, small-scale
particles, which are transported and introduced into a molten ma-
trix play a central role. For example, see Aboudi [1], Hashin [43],
Mura [98], Nemat-Nasser and Hori [100], Torquato [132] and Zohdi
and Wriggers [157].
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where ‖r i − rj‖ is the separation distance between parti-
cles i (located at r i ) and j (located at rj ) and ‖ · ‖ repre-
sents the Euclidean norm in R3. Usually, one writes ε = εoεr

where εo = 8.854 × 10−12 farads/meter is the free space
permittivity and εr is the relative permittivity or “dielec-
tric” constant. For point charges of like sign, the Coulom-
bic force is one of repulsion, while for opposite charges
the force is attractive. We also recall the important observa-
tions in conjunction with electromagnetic phenomena (Jack-
son [52]):

• If a point charge q experiences a force �e, the elec-
tric field, E, at a position of the charge is defined by
�e = qE.

• If the charge is moving, another force may arise, �m,
which is proportional to its velocity v. This other field
is denoted as the “magnetic induction” (induced) or just
the “magnetic field”, B , such that �m = qv × B .

• If the forces occur concurrently (the charge is moving
through the region possessing both electric and magnetic
fields), then � = qE + qv × B .

While, in theory, Maxwell’s equations can be applied at the
scale of each component within a collection of (charged)
particulate ions (Fig. 1), the system of equations would be-
come so massive that its solution would be out of reach of
virtually all computers available within the near future. For
this reason, empirically-generated interaction laws for com-
plex particulate ion-ion interaction, resulting in effective in-
teraction that have attractive and repulsive components, are
employed (Fig. 1). The electric field induced on a particle
i by a particle j , is a result of interaction between complex
aggregates of positive and negative charges together. A sim-
ple form that captures the essential features is

�
nf
i =

Np∑

j �=i

(
α1ij‖r i − rj‖−β1

︸ ︷︷ ︸
attraction

− α2ij‖r i − rj‖−β2

︸ ︷︷ ︸
repulsion

)
nij︸︷︷︸

unit vector

, (2.3)

where the α’s and β’s are empirical material parameters.

Remark 2.1 The various representations (decompositions)
of the coefficients that appear in (2.3) are, with ci = ±1
(a positive/negative identifier),

• mass-based (m = mass): αij = ᾱijmimjcicj ,
• surface area-based (a = surface area): αij = ᾱij aiaj cicj ,
• volume-based (V = volume): αij = ᾱijViVj cicj and
• charge-based: αij = ᾱij qiqj cicj ,

where the ᾱij are empirical material parameters. When a
particle is relatively large, over essentially a millimeter,

near-fields are quite small, in comparison with other forces.
However, below one millimeter, a combination of the vari-
ous near-field effects, positive and negative charge distribu-
tions, etc., can lead to a composite, or “effective” near-field,
composed of an attractive and repulsive force (2.3).

Remark 2.2 We will utilize the decomposition of the elec-
tromagnetic forces generated into a (inter-particle) near-field
interaction and the external electromagnetic field

�i =
N∑

j �=i

ψ
nf
ij

︸ ︷︷ ︸
�

nf
i

+�ext
i = �

nf
i + qi(E

ext + vi × Bext)︸ ︷︷ ︸
�env

i

, (2.4)

where
∑N

j �=i ψ
nf
ij represents the interaction between particle

i and all other particles j = 1,2, . . . ,N (j �= i), Eext and
Bext are externally-controlled fields that are independent of
the response of the system. Eext and Bext can be considered
as static (or extremely slowly-varying), and thus uncoupled
and independently controllable. The self-induced induced
magnetic fields developed between particles is insignificant
for the velocity ranges of interest here (well below the speed
of light). Other forces, such as contact and friction will be
introduced shortly.

Remark 2.3 The specific structure of the near-field interac-
tion law chosen was only one of many possibilities to model
near-field behavior. There are vast numbers of empirical rep-
resentations, for example, found in the field of “Molecu-
lar Dynamics” (MD), which typically refers to mathemat-
ical models of systems of atoms or molecules where each
atom (or molecule) is represented by a material point in
R3 and is treated as a point mass. The overall motion of
such mass-point systems is dictated by Newtonian mechan-
ics. For an extensive survey of MD-type interaction forces,
which includes comparisons of the theoretical and compu-
tational properties of a variety of interaction laws, we re-
fer the reader to Frenklach and Carmer [33]. In the usual
MD approach (see Haile [41], for example), the motion of
individual atoms is described by the Newton’s second law
with the forces computed from differentiating a prescribed
potential energy function, with applications to solids, liq-
uids, and gases, as well as biological systems (Hase [42],
Schlick [120] and Rapaport [117]). The interaction func-
tions usually take the form of the familiar Mie, Lennard-
Jones, and Morse potentials (Moelwyn-Hughes [94]), how-
ever three-body terms can be introduced directly into the
interaction functions (Stillinger [125]) or, alternatively, “lo-
cal” modifications can be made to two-body representations
(Tersoff [131]).
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3 Multiple Particulate Flow in the Presence
of Near-fields

The objects in the flow are assumed to be small enough to be
considered (idealized) as particles, spherical in shape, and
that the effects of their rotation with respect to their mass
center is unimportant to their overall motion.

3.1 Particulate Dynamics with Near-fields

We consider a group of non-overlapping particles (Np in to-
tal). The approach in this section draws from methods devel-
oped in Zohdi [148, 150] and [154]. The equation of motion
for the ith particle in a flow is

mi r̈ i = � tot
i (r1, r2, . . . , rNp), (3.1)

where r i is the position vector of the ith particle and where
� tot

i represents all forces acting on particle i. Specifically,

� tot
i = �

nf
i + �con

i + �
fric
i + �env

i (3.2)

represents the sum of forces due to near-field interaction
(�nf , introduced in (2.3)), normal contact impulsive forces
(�con), frictional impulse forces (� fric) and the surrounding
environment (�env).4

Remarks In many applications the near-fields can dramat-
ically change when the particles are very close to one an-
other, leading to increased repulsion or attraction. A partic-
ularly straightforward way to model this is via a near-field
attractive/repulsive augmentation of the form

�̃
nf
i = �

nf
i + αa‖r i − rj‖βanij︸ ︷︷ ︸

�adef=augmentation force

, (3.3)

which is activated if

‖r i − rj‖ ≤ (bi + bj )δa, (3.4)

where bi and bj are the radii of the particles, and where
0 ≤ δa is the critical distance needed for the augmentation
to become active. When δa = 1 and αa < 0, then the model
can be interpreted as a (contact) penalty for particle inter-
penetration. Many such “augmentation” models exist. For
example see Durand [27]. For many engineering materials,

4Such forces can arise from surrounding (gas) fluid (treated in Zohdi
[154]) or, as we later discuss, external electromagnetic fields where
�env

i = qi(E
ext + vi × Bext).

some surface adhesion persists, which can lead to bonding
phenomena between surfaces, even when no explicit exter-
nal charging has occurred. For example, see Tabor [127] and
Rietema [118] (specifically for agglomeration).

3.2 Mechanical Contact with Near-field Interaction

We now consider cases where mechanical contact occurs
between particles, in the presence of near-field interaction.
A primary simplifying assumption is made: the particles re-
main spherical after impact, i.e. any permanent deformation
is considered negligible. For two colliding particles i and j ,
normal to the line of impact, a balance of linear momentum
relating the states before impact (time = t) and after impact
(time = t + δt) reads as

mivin(t) + mjvjn(t)

+
∫ t+δt

t

E i · nij dt +
∫ t+δt

t

Ej · nij dt

= mivin(t + δt) + mjvjn(t + δt), (3.5)

where the subscript n denotes the normal component of the
velocity (along the line connecting particle centers) and the
E’s represent all forces induced by near-field interaction
with other particles, as well as all other external forces, if
any, applied to the pair. If one isolates one of the members
of the colliding pair, then

mivin(t) +
∫ t+δt

t

In dt +
∫ t+δt

t

E i · nij dt

= mivin(t + δt), (3.6)

where
∫ t+δt

t
In dt is the total normal impulse due to impact.

For a pair of particles undergoing impact, let us consider
a decomposition of the collision event (Fig. 2) into a com-
pression (δt1) and recovery (δt2) phase, i.e. δt = δt1 + δt2.
Between the compression and recovery phases, the particles

Fig. 2 Stages of impact: initial contact, compression and recovery of
two impacting particles
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achieve a common normal velocity,5 denoted vcn, at the in-
termediate time t + δt1. We may write for particle i, along
the normal, in the compression phase of impact6

mivin(t) +
∫ t+δt1

t

In dt +
∫ t+δt1

t

E i ·nij dt = mivcn, (3.7)

and in the recovery phase

mivcn +
∫ t+δt

t+δt1

In dt +
∫ t+δt

t+δt1

E i · nij dt

= mivin(t + δt). (3.8)

For the other particle (j ), in the compression phase,

mjvjn(t) −
∫ t+δt1

t

In dt +
∫ t+δt1

t

Ej · nij dt

= mjvcn, (3.9)

and in the recovery phase

mjvcn −
∫ t+δt

t+δt1

In dt +
∫ t+δt

t+δt1

Ej · nij dt

= mjvjn(t + δt). (3.10)

This leads to an expression for the coefficient of restitution

e
def=

∫ t+δt

t+δt1
In dt

∫ t+δt1
t

In dt

= mi(vin(t + δt) − vcn) − E in(t + δt1, t + δt)

mi(vcn − vin(t)) − E in(t, t + δt1)

= −mj(vjn(t + δt) − vcn) + Ejn(t + δt1, t + δt)

−mj(vcn − vjn(t)) + Ejn(t, t + δt1)
,

(3.11)

where

E in(t + δt1, t + δt)
def=

∫ t+δt

t+δt1

E i · nij dt,

Ejn(t + δt1, t + δt)
def=

∫ t+δt

t+δt1

Ej · nij dt,

(3.12)

E in(t, t + δt1)
def=

∫ t+δt1

t

E i · nij dt,

Ejn(t, t + δt1)
def=

∫ t+δt1

t

Ej · nij dt.

5A common normal velocity for particles should be interpreted as indi-
cating that the relative velocity in the normal direction between particle
centers is zero.
6We assume that the “instantaneous” impact events do not occur at the
same instant and that their action can be additively collected together
within a time step.

If we eliminate vcn, we obtain an expression for e

e = vjn(t + δt) − vin(t + δt) + �ij (t + δt1, t + δt)

vin(t) − vjn(t) + �ij (t, t + δt1)
,

(3.13)

�ij (t + δt1, t + δt)
def= 1

mi

E in(t + δt1, t + δt)

− 1

mj

Ejn(t + δt1, t + δt) (3.14)

and

�ij (t, t + δt1)
def= 1

mi

E in(t, t + δt1)

− 1

mj

Ejn(t, t + δt1). (3.15)

Thus, we may rewrite (3.13)7 as

vjn(t + δt) = vin(t + δt) − �ij (t + δt1, t + δt)

+ e
(
vin(t) − vjn(t) + �ij (t, t + δt1)

)
.

(3.16)

It is convenient to denote the average force acting on the
particle from external sources as

E in
def= 1

δt

∫ t+δt

t

E i · nij dt. (3.17)

If e is explicitly known, then one can write, combining
(3.13) and (3.5),

vin(t + δt)

= mivin(t) + mj(vjn(t) − e(vin(t) − vjn(t)))

mi + mj

+ (E in + Ejn)δt − mj (e�ij (t, t + δt1) − �ij (t + δt1, t + δt))

mi + mj

,

(3.18)

and, once vin(t + δt) is known, one can subsequently also
solve for vjn(t + δt) via (3.16).

7This collapses to the classical expression for the ratio of the relative
velocities before and after impact, if the near-field forces are negligible:

e
def= vjn(t + δt) − vin(t + δt)

vin(t) − vjn(t)
.
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Remark 3.1 Later, it will be useful to define the average
impulsive normal contact force between the particles acting
during the impact event as

In
def= 1

δt

∫ t+δt

t

In dt

= mi(vin(t + δt) − vin(t))

δt
− E in. (3.19)

In particular, as will be done later in the analysis, when we
discretize the equations of motion with a discrete (finite dif-
ference) time-step of �t , where δt � �t , we shall define
the impulsive normal contact contribution to the total force
acting on a particle, � tot

i = �
nf
i +�con

i +�
fric
i +�env

i (3.1),
to be

�con = Inδt

�t
nij . (3.20)

Furthermore, at the implementation level, we choose δt =
γ�t , where 0 < γ � 1 and �t is the time-step discretiza-
tion size, which will be introduced later in the work. A typ-
ical choice is 0 < γ ≤ 0.01. Typically, the system is insen-
sitive to γ below 0.01. We assume δt1 + δt2 = δt1 + eδt1,
which immediately allows the following definitions

δt1 = γ�t

1 + e
and δt2 = eγ�t

1 + e
. (3.21)

These results are consistent with the fact that the recov-
ery time vanishes (all compression and no recovery) for
e → 0 (asymptotically “plastic”) and, as e → 1, the recov-
ery time equals the compression time (δt2 = δt1, asymptoti-
cally “elastic”). If e = 1, there is no loss in energy, while if
e = 0 there is a maximum loss in energy. For a more detailed
analysis of impact duration times, see Johnson [64].

Remark 3.2 It is obvious that for a deeper understanding of
the deformation within a particle, it must be treated as a de-
formable continuum, which will require a spatial discretiza-
tion, for example using the Finite Element Method of the
body (particle). For general references on the Finite Element
Method, see the well-known books of Bathe [8], Becker,
Carey and Oden [9], Hughes [45], Szabo and Babuska [126]
and Zienkiewicz and Taylor [141]. For the state of the art
in Finite Element Methods, see the recent book of Wrig-
gers [138]. For work specifically focusing on the continuum
mechanics of particles, see Zohdi and Wriggers [157]. For
a detailed numerical analysis of multifield contact between
bodies see Wriggers [137].

4 “Friction” (Resistance to Sliding)

To incorporate frictional stick-slip phenomena during im-
pact for a general particle pair (i and j ),8 the tangen-
tial velocities at the beginning of the impact time interval
(time = t) are computed by subtracting the relative normal
velocity away from the total relative velocity:

vj t (t) − vit (t) = (vj (t) − vi (t))

− (
(vj (t) − vi (t)) · nij

)
nij . (4.1)

One then writes the equation for tangential momentum
change during impact for the ith particle

mivit (t) − If δt + E it δt = mivct , (4.2)

where the friction contribution is

If = 1

δt

∫ t+δt

t

If dt, (4.3)

where the total contributions from all other particles in the
tangential direction (τ ij ) are

E it = 1

δt

∫ t+δt

t

E i · τ ij dt (4.4)

and where vct is the common velocity of particles i and j

in the tangential direction.They do not move relative to one
another. Similarly, for the j th particle we have

mjvjt (t) + If δt + Ej t δt = mjvct . (4.5)

There are two unknowns, If and vct . The main quantity of
interest is If , which can be solved for

If =
(
E it

mi
− Ej t

mj
)δt + vit (t) − vjt (t)

( 1
mi

+ 1
mj

)δt
. (4.6)

Thus, consistent with stick-slip models of Coloumb friction,
one first assumes no slip occurs. If

|If | > μs |In|, (4.7)

where

μs ≥ μd (4.8)

is the coefficient of static friction, then slip must occur and
a dynamic sliding friction model is used. If sliding occurs,

8It is probably more accurate to refer to this as “resistance to sliding”
at such small scales, however, for brevity, we refer to the effect as “fric-
tion”.
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Fig. 3 Qualitative behavior of the coefficient of restitution with impact
velocity (Zohdi [148])

the friction force is assumed to be proportional to the nor-
mal force and opposite to the direction of relative tangent
motion, i.e.

�
fric
i

def= μd‖�con‖ vj t − vit

‖vj t − vit‖ = −�
fric
j . (4.9)

4.1 Velocity-dependent Coefficients of Restitution

It is important to realize that, in reality, the phenomenologi-
cal parameter e depends on the severity of the impact veloc-
ity. For extensive experimental data, see Goldsmith [36], or
Johnson [64] for a more detailed analytical treatment. Qual-
itatively, the coefficient of restitution has behavior as shown
in Fig. 3. A mathematical idealization of the behavior can be
constructed as follows

e
def= max

(
eo

(
1 − �vn

v∗

)
, e−

)
, (4.10)

where v∗ is a critical threshold velocity (normalization) pa-
rameter and where the relative velocity of approach is de-
fined by

�vn
def= |vjn(t) − vin(t)| (4.11)

and e− is a lower limit to the coefficient of restitution.

5 Iterative Solution Schemes

5.1 General Time-stepping Schemes

We now specifically address the second-order systems of in-
terest. The equation of motion is given by

mi v̇i = � tot
i , (5.1)

where � tot
i is the total force provided from interactions with

the external environment. Expanding the velocity in a Taylor

series about t + φ�t we obtain

vi (t + �t) = vi (t + φ�t) + dvi

dt

∣∣∣∣
t+φ�t

(1 − φ)�t

+ 1

2

d2vi

dt2

∣∣∣∣
t+φ�t

(1 − φ)2(�t)2 + O(�t)3

(5.2)

and

vi (t) = vi (t + φ�t) − dvi

dt

∣∣∣∣
t+φ�t

φ�t

+ 1

2

d2vi

dt2

∣∣∣∣
t+φ�t

φ2(�t)2 + O(�t)3. (5.3)

Subtracting the two expressions yields

dvi

dt

∣∣∣∣
t+φ�t

= vi (t + �t) − vi (t)

�t
+ Ô(�t), (5.4)

where Ô(�t) = O(�t)2, when φ = 1
2 . Thus, inserting this

into the equations of equilibrium yields

vi (t + �t) = vi (t) + �t

mi

� tot(t + φ�t) + Ô(�t)2. (5.5)

Note that adding a weighted sum of (5.2) and (5.3) yields

vi (t + φ�t) = φvi (t + �t) + (1 − φ)vi (t) + O(�t)2,

(5.6)

which will be useful shortly. Now expanding the position of
the center of mass in a Taylor series about t +φ�t we obtain

r i (t + �t) = r i (t + φ�t) + dr i

dt

∣∣∣∣
t+φ�t

(1 − φ)�t

+ 1

2

d2r

dt2

∣∣∣∣
t+φ�t

(1 − φ)2(�t)2 + O(�t)3

(5.7)

and

r i (t) = r i (t + φ�t) − dr i

dt

∣∣∣∣
t+φ�t

φ�t

+ 1

2

d2r i

dt2

∣∣∣∣
t+φ�t

φ2(�t)2 + O(�t)3. (5.8)

Subtracting the two expressions yields

r i (t + �t) − r i (t)

�t
= vi (t + φ�t) + Ô(�t). (5.9)

Inserting (5.6) yields

r i (t + �t) = r i (t) + (φvi (t + �t) + (1 − φ)vi (t))�t

+ Ô(�t)2, (5.10)



116 T.I. Zohdi

and thus using (5.5) yields

r i (t + �t) = r i (t) + vi (t)�t + φ(�t)2

mi

� tot
i (t + φ�t)

+ Ô(�t)2. (5.11)

The term � tot
i (t + φ�t) can be handled in two main ways:

• � tot
i (t + φ�t) ≈ � tot

i (φr i (t + �t) + (1 − φ)r i (t)) or
• � tot

i (t +φ�t) ≈ φ� tot
i (r i (t +�t))+ (1 −φ)� tot

i (r i (t)).

The differences are quite minute between either of the
above, thus, for brevity, we choose the latter, which is a
“trapezoidal” rule. In summary, we have the following:

r i (t + �t) = r i (t) + vi (t)�t + φ(�t)2

mi

(
φ� tot

i (r i (t + �t))

+ (1 − φ)� tot(r i (t))
) + Ô(�t)2,

(5.12)

where

• when φ = 1, then this is the (implicit) Backward Euler
scheme, which is very stable (very dissipative) and
Ô(�t)2 = O(�t)2 locally in time,

• when φ = 0, then this is the (explicit) Forward Euler
scheme, which is conditionally stable and Ô(�t)2 =
O(�t)2 locally in time and

• when φ = 0.5, then this is the (implicit) “Midpoint”
scheme, which is stable and Ô(�t)2 = O(�t)3 locally
in time.

6 Modification of the Time-stepping Scheme for Impact

Consider

mi v̇i = � tot
i = �

nf
i + �con

i + �
fric
i + �env

i . (6.1)

Separating the impulsive and continuous forces and apply-
ing the trapezoidal φ-method leads to

vi (t + �t) − vi (t)

�t
= v̇i (t + φ�t) (6.2)

and

vi (t + �t) = vi (t) + 1

mi

∫ t+�t

t

� tot
i dt

= 1

mi

(∫ t+�t

t

(�
nf
i + �env

i ) dt +
∫ t+δt

t

�con
i dt

+
∫ t+δt

t

�
fric
i dt

)

≈ 1

mi

((
φ(�

nf
i (t + �t) + �env

i (t + �t))

+ (1 − φ)(�
nf
i (t) + �env

i (t))
)
�t

)

+ 1

mi

(
�

con
i (t∗)δt + �

fric
i (t∗)δt

)
, (6.3)

where t ≤ t∗ ≤ t + �t . The position can be computed via

r i (t + �t) − r i (t)

�t
≈ vi (t + φ�t)

=⇒ r i (t + �t) = r i (t) + vi (t + φ�t)�t (6.4)

and

r i (t + �t) = r i (t) + vi (t + φ�t)�t

= r i (t) + (φvi (t + �t) + (1 − φ)vi (t))�t.

(6.5)

Explicitly, the position can be written as

r i (t + �t)

= r i (t) + vi (t)�t

+ φ�t

mi

((
φ(�

nf
i (t + �t) + �env

i (t + �t))

+ (1 − φ)(�
nf
i (t) + �env

i (t))
)
�t

)

+ φ�t

mi

(
�

con
i (t∗)δt + �

fric
i (t∗)δt

)
. (6.6)

Remark Generally, it is advantageous to follow a “collide
and stream” philosophy, similar to Lattice-Boltzmann meth-
ods,9 whereby collisions are evaluated at the end or begin-
ning of the time-step (i.e. t∗ = t , updated at the end of the
previous time-step). This also mitigates large numbers of it-
erations within time-steps if implicit schemes (0 < φ) are
used. Generally speaking, if a recursive process is not em-
ployed (an explicit scheme), the iterative error can accumu-
late rapidly. However, an overkill approach involving very
small time steps, smaller than needed to control the dis-
cretization error, simply to suppress a nonrecursive process
error, is computationally inefficient. Therefore, the objective
of the next subsection is to develop a strategy to adaptively
adjust, in fact maximize, the choice of the time step size to
control the iterative error, while simultaneously staying be-
low a critical time step size needed to control the discretiza-
tion error. An important related issue is to simultaneously
minimize the computational effort involved. The number of
times the system is solved, as opposed to time steps, is taken
as the measure of computational effort, since within a time

9See, for example, Sukop and Thorne [124] for a basic introduction to
Lattice-Boltzmann methods.
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step, many system re-solves can take place. We now develop
an adaptive iterative scheme by following an approach found
in various forms in Zohdi [142–157].

6.1 Iterative (Implicit) Solution Methods

We write (6.6) in a slightly more streamlined form for parti-
cle i

rL+1
i = rL

i + vL
i �t

+ φ�t

mi

((
φ(�

nf,L+1
i + �env,L+1

i )

+ (1 − φ)(�nf,L + �env,L)
)
�t

)

+ φ�t

mi

(
�

con
i (t∗)δt + �

fric
i (t∗)δt

)
, (6.7)

which leads to a coupled set equations for i = 1,2, . . . ,Np

particles. The set of equations represented by (6.7) can be
solved recursively.

6.2 Recursive Solution

Equation (6.7) can be solved recursively by recasting the re-
lation as

rL+1,K
i = G(rL+1,K−1

i ) + Ri , (6.8)

where K = 1,2,3, . . . is the index of iteration within time
step L + 1 and Ri is a remainder term that does not depend

on the solution, i.e.

Ri �= Ri (r
L+1
1 , rL+1

2 , . . . , rL+1
N ). (6.9)

The convergence of such a scheme is dependent on the
behavior of G . Namely, a sufficient condition for conver-
gence is that G is a contraction mapping for all rL+1,K

i ,
K = 1,2,3, . . . . In order to investigate this further, we de-
fine the iteration error as

�
L+1,K
i

def= rL+1,K
i − rL+1

i . (6.10)

A necessary restriction for convergence is iterative self con-
sistency, i.e. the “exact” (discretized) solution must be rep-
resented by the scheme

G(rL+1
i ) + Ri = rL+1

i . (6.11)

Enforcing this restriction, a sufficient condition for conver-
gence is the existence of a contraction mapping

‖ rL+1,K
i − rL+1

i︸ ︷︷ ︸
�

L+1,K
i

‖ = ‖G(rL+1,K−1
i ) − G(rL+1

i )‖

≤ ηL+1,K‖rL+1,K−1
i − rL+1

i ‖,

where, if 0 ≤ ηL+1,K < 1 for each iteration K , then
�

L+1,K
i → 0 for any arbitrary starting value rL+1,K=0

i , as
K → ∞. This type of contraction condition is sufficient, but
not necessary, for convergence. Explicitly, the recursion is

rL+1,K
i = rL

i + vL
i �t + φ(�t)2

mi

(
(1 − φ)(�

nf
i (rL) + �env

i (rL))
)

︸ ︷︷ ︸
R

+ φ(�t)2

mi

((
φ(�

nf,L+1
i + �env,L+1

i )
)

�t + �
con
i (t∗)δt + �

fric
i (t∗)δt

)

︸ ︷︷ ︸
G(rL+1,K−1)

, (6.12)

where

�
nf or env,L
i

def= �
nf or env,L
i (rL

1 , rL
2 , . . . , rL

N), (6.13)

and

�
nf or env,L+1,K−1
i

def= �
nf or env,L+1,K−1
i

× (rL+1,K−1
1 , rL+1,K−1

2 , . . . , rL+1,K−1
N ). (6.14)

Equation (6.12)’s convergence is scaled by

η ∝ (φ�t)2

mi

. (6.15)

Therefore, we see that the contraction constant of G is (1)

directly dependent on the strength of the interaction forces,

(2) inversely proportional to m and (3) directly proportional

to (�t)2 (at time = t). Therefore, if convergence is slow

within a time step, the time step size, which is adjustable,
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can be reduced by an appropriate amount to increase the
rate of convergence. Thus, decreasing the time step size
improves the convergence, however, we want to simultane-
ously maximize the time-step sizes to decrease overall com-
puting time, while still meeting an error tolerance on the
numerical solution’s accuracy. In order to achieve this goal,
we follow an approach found in Zohdi [142–157], originally
developed for continuum thermo-chemical multifield prob-
lems, in which (1) one approximates

ηL+1,K ≈ S(�t)p (6.16)

(S is a constant) and (2) one assumes that the error within
an iteration to behave according to

(S(�t)p)K�L+1,0 = �L+1,K, (6.17)

K = 1,2, . . . , where �L+1,0 is the initial norm of the iter-
ative error and S is intrinsic to the system.10 Our goal is to
meet an error tolerance in exactly a preset number of itera-

tions. To this end, one writes

(S(�ttol)
p)Kd �L+1,0 = TOL, (6.18)

where TOL is a tolerance and where Kd is the number of
desired iterations.Typically, Kd is chosen to be between five
to ten iterations. If the error tolerance is not met in the de-
sired number of iterations, the contraction constant ηL+1,K

is too large. Accordingly, one can solve for a new smaller
step size, under the assumption that S is constant,

�ttol = �t

(
( TOL
�L+1,0 )

1
pKd

(�L+1,K

�L+1,0 )
1

pK

)
. (6.19)

The assumption that S is constant is not critical, since
the time steps are to be recursively refined and unrefined
throughout the simulation. Clearly, the expression in (6.19)
can also be used for time step enlargement, if convergence
is met in less than Kd iterations. An implementation of the
procedure is as follows:

(1) GLOBAL FIXED-POINT ITERATION : (SET i = 1 AND K = 0) :
(2) IF i > Np THEN GO TO (4)

(3) IF i ≤ Np THEN :
(a) COMPUTE POSITION : rL+1,K

i

(b) GO TO (2) FOR NEXT PARTICLE (i = i + 1)

(4) ERROR MEASURE :

(a) �K
def=

∑Np

i=1 ‖rL+1,K
i − rL+1,K−1

i ‖
∑Np

i=1 ‖rL+1,K
i − rL

i ‖
(normalized)

(b) ZK
def= �K

TOLr

(c) K
def=

(
(TOL

�0
)

1
pKd

(�K

�0
)

1
pK

)

(5) IF TOLERANCE MET (ZK ≤ 1) AND K < Kd THEN :
(a) INCREMENT TIME : t = t + �t

(b) CONSTRUCT NEW TIME STEP :�t = K�t,

(c) SELECT MINIMUM :�t = MIN(�t lim,�t) AND GO TO (1)

(6) IF TOLERANCE NOT MET (ZK > 1) AND K = Kd THEN :
(a) CONSTRUCT NEW TIME STEP : �t = K�t

(b) RESTART AT TIME = t AND GO TO (1)

(6.20)

10For the class of problems under consideration, due to the quadratic
dependency on �t , p ≈ 2.

Time-step size adaptivity is important, since the system’s

dynamics and configuration can dramatically change over
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the course of time, possibly requiring quite different time
step sizes to control the iterative error. However, to main-
tain the accuracy of the time-stepping scheme, one must re-
spect an upper bound dictated by the discretization error, i.e.,
�t ≤ �t lim.

7 PART II: Thermal Effects and Coupled Systems

In certain applications, in addition to the near-field and con-
tact effects introduced thus far, thermal behavior is of inter-
est, for example when the particles impact one another vig-
orously. In many cases, the source of heat generated during
impact in such flows can be traced to the reactivity of the
particles. This affects the mechanics of impact, for exam-
ple, due to thermal softening. For instance, the presence of a
reactive substance (such as hydrogen gas) adsorbed onto the
surface can be a source of additional significant heat genera-
tion, through thermochemical reactions activated by impact
forces, which thermally softens the material, thus reducing
the coefficient of restitution, which in turn strongly affects
the mechanical impact event itself (Fig. 4).

To illustrate how one can incorporate thermal effects,
a somewhat ad-hoc approach, building on the relation in
(4.10), is to construct a thermally dependent coefficient of
restitution as follows (multiplicative decomposition)

e
def=

(
max

(
eo

(
1 − �vn

v∗

)
, e−

))(
max

((
1 − θ

θ∗

)
,0

))
,

(7.1)

where θ∗ can be considered as a thermal softening temper-
ature. In order to determine the thermal state of the parti-
cles, we shall decompose the heat generation and heat trans-
fer processes into two stages: (a) stage 1, describing an ex-
tremely short time interval when impact occurs, δt � �t ,

Fig. 4 Presence of dilute (smaller-scale) reactive gas particles ad-
sorbed onto the surface of two impacting particles (Zohdi [150])

which accounts for the effects of chemical reactions and en-
ergy release due to mechanical straining and (b) stage 2,
which accounts for the post impact behavior involving heat
transfer between particles.

7.1 An Energy Balance

Consistent with the particle-based philosophy, it is assumed
that the temperature field is uniform within a particle. We
consider an energy balance, governing the interconversions
of mechanical, thermal and chemical energy in a system,
dictated by the First Law of Thermodynamics. Accordingly,
we require the time rate of change of the sum of the kinetic
energy (K) and stored energy (S ) to be equal to the work
rate (power, P ), the heat flux due to conduction (Q), the net
heat supplied, in this case from two sources, chemical and
(H), impact-generated dissipation (D), leading to

d

dt
(K + S) = P + H + D + Q, (7.2)

where the stored energy is comprised of a thermal part,

S = mCθ, (7.3)

where C is the heat capacity per unit mass and, consis-
tent with our assumptions that the particles deform negli-
gibly during impact, we assume that there is an insignificant
amount of stored mechanical energy. The kinetic energy is

K = 1

2
mv · v. (7.4)

The mechanical power term is due to the forces acting on a
particle, namely

P = dW
dt

= � tot · v, (7.5)

and, because

dK
dt

= mv̇ · v, (7.6)

and a balance of momentum

mv̇ · v = � tot · v, (7.7)

we have

dK
dt

= dW
dt

= P , (7.8)

leading to

dS
dt

= H + D + Q. (7.9)
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Fig. 5 Impulsive forces acting
on a particle

One can directly compute the work lost during the im-
pact cycle (compression and recovery, Fig. 2), and hence the
dissipation of mechanical energy to be (Fig. 5)

∫ t+δt

t

Di dt ≈ a1In(t)vn(1 − e2)δt + a2If (t)vt (1 − e2)δt

def= Diδt, (7.10)

where, if e = 1 there is no dissipation, e being the coefficient
of restitution, and where 0 ≤ a1 ≤ 1 and 0 ≤ a2 ≤ 1 are dis-
sipation parameters that indicate the proportion of mechani-
cal dissipation that is converted to heat.

8 Numerical Scheme

We assume that the dynamics of any (dilute) gas does not
affect the motion of the (much heavier) particles.11 We as-
sume that radiative and convective terms are negligible. We
consider only chemical, dissipative and conductive terms.
Conduction is a continuous process, while the other two con-
tributions are impulsive in nature, since they owe their exis-
tence to impact. Thus,

miCi θ̇i = F tot
i = Qi + Hi + Di , (8.1)

where Qi represents the conductive contribution from sur-
rounding particles in contact. Separating the impulsive terms
and continuous (conduction) term and integrating leads to

θi(t + �t) − θi(t)

�t
= θ̇i (t + φ�t) (8.2)

and

θi(t + �t)

= θi(t) + 1

miCi

∫ t+�t

t

F tot
i dt

= 1

miCi

(∫ t+�t

t

Qi dt +
∫ t+δt

t

Hi dt +
∫ t+δt

t

Di dt

)

≈ 1

miCi

((
φQi (t + �t) + (1 − φ)Qi (t)

)
�t

+ Hi (t
∗)δt + Di (t

∗)δt
)
. (8.3)

11The gas only supplies a reactive thin film on the particles’ surfaces.

8.1 Specific Relation for Reactions

The energy released from the reactions is assumed to be pro-
portional to the amount of the surface substance available to
be compressed in the contact area between the particles. A
typical, ad-hoc approximation in combustion processes is to
write, for example,

∫ t+δt

t

Hi dt ≈
(

κ min

( |In|
I ∗
n

,1

)
πb2

)
δt, (8.4)

where In is the normal impact force, κ is a reaction (sat-
uration) constant, energy per unit area, I ∗

n is a normaliza-
tion parameter and b is the particle radius. For details, for
example, see Schmidt [121]. For the grain sizes and mate-
rial properties of interest, the term in (8.3), δH

mC
, indicates

that values of approximately κ ≈ 106 J/m2 will generate
significant amounts of heat.12 Clearly, these equations are
coupled to those of impact through the coefficient of resti-
tution and the velocity-dependent impulse. Additionally, the
post-collision velocities are computed from the momentum
relations which are coupled to the temperature. Later in the
analysis, this equation is incorporated into an overall stag-
gered fixed-point iteration scheme, whereby the tempera-
ture is predicted for a given velocity field, and then the ve-
locities are recomputed with the new temperature field, etc.
The process is repeated until the fields change negligibly
between successive iterations. The entire set of equations is
embedded within a larger system, involving the particle dy-
namics, later in the analysis, and is solved in a recursive,
staggered, manner.

8.2 Specific Relation for Conduction

It is assumed that the temperature fields are uniform within
the (small) particles. We remark that the validity of using
a lumped thermal model, i.e. ignoring temperature gradi-
ents and assuming a uniform temperature within a particle,
is dictated by the magnitude of the Biot number. A small
Biot number indicates that such an approximation is rea-
sonable. The Biot number for spheres scales with the ratio
of the particle volume (V ) to the particle surface area (as ),
V
as

= b
3 , which indicates that a uniform temperature distri-

bution is appropriate, since the particles, by definition, are
small. In continuous models of conduction, Fourier’s Law
leads to

Qi = Ki∇2θi, (8.5)

which can be interpreted as the value of the temperature
of the node subtracted from the surrounding nodes’ tem-

12By construction, this model has increased heat production, via δH,
for increasing κ .
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Fig. 6 Conduction between
particles

peratures, where Ki is the effective particle conductivity.
For example, for a three dimensional finite-difference sten-
cil commonly used in numerical methods, we have

Qi = Ki∇2θi

≈ Ki

(
θ(x + �x,y, z) − 2θ(x, y, z) + θ(x − �x,y, z)

(�x)2

+ θ(x, y + �y,z) − 2θ(x, y, z) + θ(x, y − �y,z)

(�y)2

+ θ(x, y, z + �z) − 2θ(x, y, z) + θ(x, y, z − �z)

(�z)2

)
,

(8.6)

which can be generalized

Qi = Ki

Nc∑

j=1

(θj − θi)

‖rj − r i‖2
, (8.7)

where the summation extends overall particles j = 1,2,

3, . . . ,Nc that are in contact with particle i (Fig. 6).
The time-stepping formula has the following form

θi(t + �t)

= θi(t) + δt

miCi

(
Hi + Di

)

+ �t

miCi

(
φKi

Nc∑

j=1

θj (t + �t) − θi(t + �t)

‖rj (t + �t) − r i (t+)‖2

)

+ �t

miCi

(
(1 − φ)Ki

Nc∑

j=1

θj (t) − θi(t)

‖rj (t) − r i (t)‖2

)
(8.8)

which can be rewritten as

θi(t + �t)

= Aθi(t) + Aδt

miCi

(
Hi + Di

)

+ A�t

miCi

⎛

⎝φKi

Nc∑

j=1

θj (t + �t)

‖rj (t + �t) − r i (t + �t)‖2

⎞

⎠

+ A�t

miCi

(
(1 − φ)Ki

Nc∑

j=1

θj (t) − θi(t)

‖rj (t) − r i (t)‖2

)
, (8.9)

where

A =
(

1 + φKi�t

miCi

Nc∑

j=1

1

‖rj (t + �t) − r i (t + �t)‖2

)−1

.

(8.10)

An iterative scheme can be set up K = 1,2,3, . . . ,

θK+1
i (t + �t)

= AKθi(t) + AKδt

miCi

(
HK

i + DK

i

)

+ AK�t

miCi

(
φKi

Nc∑

j=1

θK
j (t + �t)

‖rK
j (t + �t) − rK

i (t + �t)‖2

)

+ AK�t

miCi

(
(1 − φ)Ki

Nc∑

j=1

θj (t) − θi(t)

‖rj (t) − r i (t)‖2

)
. (8.11)

We note that (8.11) is of the general form:

θ(t + �t) = G(θ(t + �t)) + R, (8.12)

where R �= R(θ(t + �t)), and where G ’s behavior is con-
trolled by the magnitude of �t . Clearly, the temperature is
coupled to the mechanical behavior of the system. Next, we
develop a multiphysical staggering scheme to solve the over-
all system.

9 Multiphysical Staggering Scheme

Broadly speaking, staggering schemes proceed by solving
each field equation individually, allowing only the primary
field variable to be active. After the solution of each field
equation, the primary field variable is updated, and the next
field equation is addressed in a similar manner. Such ap-
proaches have a long history in the computational mechan-
ics community. For example, see Park and Felippa [108],
Zienkiewicz [139], Zienkiewicz et al. [140], Schrefler [122],
Tursa and Schrefler [133], Lewis et al. [80], Doltsinis [20,
21], Piperno [110], Lewis and Schrefler [79], Armero and
Simo [4–6], Armero [7], Le Tallec and Mouro [78], Zo-
hdi [142–157] and the extensive works of Farhat and
coworkers (Piperno et al. [111], Farhat et al. [29], Lesoinne
and Farhat [77], Farhat and Lesoinne [30], Piperno et
al. [111], Piperno and Farhat [112] and Farhat et al. [31]).
For recent work involving staggering schemes for piezoelec-
tric applications, see Fish and Chen [32]. Also, for a review
of the state of the art, see Michopoulos et al. [92]. Generally
speaking, if a recursive staggering process is not employed
(an explicit coupling scheme), the staggering error can ac-
cumulate rapidly. However, an overkill approach (involving
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very small time steps, smaller than needed to control the dis-
cretization error), simply to suppress a nonrecursive stagger-
ing process error, is computationally inefficient. Therefore,
the objective of the next subsection is to develop a strategy

to adaptively adjust, in fact maximize, the choice of the time
step size in order to control the staggering error, while simul-
taneously staying below a critical time step size needed to
control the discretization error (as stated before). An impor-
tant related issue is to simultaneously minimize the compu-
tational effort involved. The number of times the multifield
system is solved, as opposed to time steps, is taken as the
measure of computational effort since, within a time step,
many multifield system re-solves can take place. We now
further develop the staggering scheme introduced earlier by
extending an approach found in Zohdi [142–157].

9.1 A General Iterative Framework

We consider an abstract setting, whereby one solves for the
particle positions, assuming the thermal fields fixed,

A1(r
L+1,K, θL+1,K−1) = F1(r

L+1,K−1, θL+1,K−1), (9.1)

then one solves for the thermal fields, assuming the particle
positions fixed,

A2(r
L+1,K, θL+1,K) = F2(r

L+1,K, θL+1,K−1), (9.2)

where the only underlined variable is “active”, L indicates
the time step and K indicates the iteration counter. Within
the staggering scheme, implicit time-stepping methods, with
time step size adaptivity, will be used throughout the upcom-
ing analysis.

Continuing where (6.18) left off, we define the normal-
ized errors within each time step, for the two fields,

�rK
def= ‖rL+1,K − rL+1,K−1‖

‖rL+1,K − rL‖ and

�θK
def= ‖θL+1,K − θL+1,K−1‖

‖θL+1,K − θL‖ .

(9.3)

We define maximum “violation ratio”, i.e. as the larger of
the ratios of each field variable’s error to its corresponding

tolerance, by ZK
def= max(zrK, zθK), where

zrK
def= �rK

TOLr

and zθK
def= �θK

TOLθ

, (9.4)

with the minimum scaling factor defined as K
def=

min(φrK,φθK), where

φrK
def=

⎛

⎝ (TOLr

�r0
)

1
pKd

(�rK

�r0
)

1
pK

⎞

⎠ , φθK
def=

⎛

⎝ (TOLθ

�θ0
)

1
pKd

(
�θK

�θ0
)

1
pK

⎞

⎠ . (9.5)

The algorithm is as follows:

(1) GLOBAL FIXED-POINT ITERATION : (SET i = 1 AND K = 0) :
(2) IF i > Np THEN GO TO (4)

(3) IF i ≤ Np THEN : (FOR PARTICLE i)

(a) COMPUTE POSITION : rL+1,K
i

(b) COMPUTE TEMPERATURE : θL+1,K
i

(c) GO TO (2) AND NEXT PARTICLE (i = i + 1)

(4) ERROR MEASURES (normalized) :

(a) �rK
def=

∑Np

i=1 ‖rL+1,K
i − rL+1,K−1

i ‖
∑Np

i=1 ‖rL+1,K
i − rL

i ‖
, �θK

def=
∑Np

i=1 ‖θL+1,K
i − θ

L+1,K−1
i ‖

∑Np

i=1 ‖θL+1,K
i − θL

i ‖
(b) ZK

def= max(zrK, zθK) where zrK
def= �rK

TOLr

, zθK
def= �θK

TOLθ

(c) K
def= min(φrK,φθK) where φrK

def=
⎛

⎝ (TOLr

�r0
)

1
pKd

(�rK

�r0
)

1
pK

⎞

⎠ , φθK
def=

⎛

⎝ (TOLθ

�θ0
)

1
pKd

(
�θK

�θ0
)

1
pK

⎞

⎠

(5) IF TOLERANCE MET (ZK ≤ 1) AND K < Kd THEN :
(a) INCREMENT TIME : t = t + �t

(b) CONSTRUCT NEW TIME STEP :�t = K�t,

(c) SELECT MINIMUM :�t = MIN(�t lim,�t) AND GO TO (1)

(6) IF TOLERANCE NOT MET (ZK > 1) AND K = Kd THEN :
(a) CONSTRUCT NEW TIME STEP : �t = K�t

(b) RESTART AT TIME = t AND GO TO (1)

(9.6)
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The overall goal is to deliver solutions where staggering
(incomplete coupling) error is controlled and the temporal
discretization accuracy dictates the upper limits on the time
step size (�t lim).

Remark A significant speed up in the computation can be
achieved via Sorting and Binning (SB) methods. SB meth-
ods proceed by partitioning the whole domain into bins. The
particles are sorted by the bins in which they reside. The
particle interaction proceeds, bin by bin, where the parti-
cles within a bin potentially only interact with particles in
other nearest neighbor bins. Essentially, for a given particle
in a bin, contact searches and near-field interaction search
are conducted with particles in the neighboring bins only.
The approach is relatively straightforward to implement and
can speed up the computation dramatically. In order to de-
termine the approximate savings, let us denote the number
of particles by Np . The computational costs are as follows:

• To determine (sort) which particle belong to which bins:
O(Np).

• For a bin, for each particle in the bin, search over only the
particles in the neighboring bins. For example, consider
an evenly distributed set of particles on Fig. 7. Denote
the number of bins by Nb , and the number of nearest-
neighbor bins by Nnn. The total cost for searching (to
compute the particle interactions) and sweeping through
all of the bins, is
(

Np

Nb

)(
Nnn

(
Np

Nb

))
Nb = N2

p

(
Nnn

Nb

)
. (9.7)

For example for an immediate nearest neighbor list,
Nnn = 27 (in 3-D, including the central bin).
Note 1: One can reduce computation by accounting for
particle-particle interaction that has been computed al-
ready from previous bin computation, i − j interaction,
when computing j − i interaction.
Note 2: One can assume that particles stay in the bins for a
few time steps, and that one does not need to resort imme-
diately. One can construct so-called “interaction” or “Ver-
let” lists of neighboring particles which particles interact

Fig. 7 Binning of the particles in a flow

with, for a few time steps, and then update the interaction
periodically (see Pöschel and Schwager [113]).

One can also employ the following complementary tech-
niques:

• Domain decomposition: involve methods where domain
is partitioned into subdomains, and the particles within
each domain are sent to a processor and stepped forward
in time, but with the positions of the particles outside of
the subdomain fixed (relative to the particles in that sub-
domain). This is done for all of the domains separately,
then the positions of all of the particles are updated and
this information is shared between processors, then the
process is repeated.

• Fast (summation) multipole techniques: involve methods
to compute far-field interaction rapidly by exploiting the
separable (near and far field) structure of multipole inter-
action.

The above techniques were not implemented here, however
they are relatively easy to employ.

10 External EM-fields: Two-scale
Macro-field/Near-field Decomposition

Now consider the dynamics of these particles are governed
by

mi r̈ i = � tot
i (r1, r2, . . . , rNp)

= �
nf
i + �con

i + �
fric
i + qi(E

ext + vi × Bext)︸ ︷︷ ︸
�env

i

, (10.1)

r i is the position vector of the ith particle � tot
i represents all

forces acting on particle i, �
nf
i represents near-field forces

acting on particle i, �con
i represents contact forces acting on

particle i, �
fric
i represents friction forces acting on particle i

and where the fields: �env
i = qi(E

ext + vi ×Bext), are exter-
nally controlled. The presence of the Lorentz force can case
helical-type motion to occur, which will be discussed later.

11 Model Problems

11.1 Initial Configurations: Preprocessing

In order to generate an initial particle configuration one typ-
ically uses a classical Random Sequential Addition algo-
rithm of Widom [135], which places nonoverlapping parti-
cles randomly into the domain of interest. However, the RSA
algorithm usually cannot achieve extremely high density
(volume fraction) configurations. For high-density sprays,
the well-known, equilibrium-driven, Metropolis algorithm is
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Fig. 8 Growth schemes

widely used. However, for extremely high volume fractions,
effectively packing (and “jamming”) particles together, a
relatively new class of methods, based on simultaneous par-
ticle flow and growth, has been developed by Torquato and
coworkers (Torquato [132], Kansaal et al. [67] and Donev
et al. [22–24]), which are computationally efficient and
straightforward to implement (Fig. 8).

The algorithm proceeds by allowing the particles to
“grow” in the flow as the particles are moving, thus per-
mitting the particles to slightly “bump” and rearrange them-
selves through momentum exchange. The growth rate is se-
lected to be very gradual. For example, before a jet of parti-
cles is ready for an impact simulation, one can employ pe-
riodic boundary conditions (where the exiting particles are
“re-fed” into the system), and at the end of each time step in
this preliminary simulation, one can adjust the radius of the
ith particle via

r i (t + �t) = r i (t = 0)

(
1 + L t

T

)
, (11.1)

where L is a user selected growth rate, T is the total simula-
tion “growth time”. When the volume fraction has reached a
sufficiently high level (this is determined by selecting L and
T ), the jet may then be used for the impact simulation with
an external object.

11.2 Numerical Examples

We consider a model problem of a particulate jet imping-
ing onto a (1) neutral surface and (2) an electromagnetic
“wall”, placed before the surface (Fig. 9). The absolute di-
mensions are unimportant for the model problem, and have
been normalized.13 We considered a group of Np randomly

13The transverse dimensions of the jet were set to be approximately
unity, initially. All system parameters can be scaled to describe any

Fig. 9 A model problem: a particulate jet-spray impinging onto a
(1) neutral surface, and (2) an electromagnetic “wall”

positioned particles in a jet-spray domain with dimensions
L1 = 20 × L2 = 0.75 × L3 = 0.75 meters (m). The ini-
tial particle radius (monodisperse) was r = 0.05 m and pre-
processed (“grown”, without near-field neutral collisions) to
r = 0.1 m, with the previously mentioned steady growth al-
gorithm; which was then used for the simulations. The rele-
vant simulation parameters were:

• number of particles = 1500, with αij = ᾱij qiqj cicj and
ci = ±1 (positive/negative), qi = qj = 1,

• ᾱij1 = 2, ᾱij2 = 1, βij1 = 1, βij2 = 2,
• mass density of the particles = 2000 kg/m3,
• initial velocity = (30,0,0) m/s,
• initial mean position = (−5,0,0) m,
• coefficient of dynamic friction, μd = 0.1,
• coefficient of static friction, μd = 0.2,
• baseline coefficient of restitution, eo = 0.5,
• limit of coefficient of restitution, e− = 0.2,
• reaction constant, κ = 104 J/m2,
• thermal (reference temperature) constant, θ∗ = 3000 K,
• velocity parameter, v∗ = 10 m/s,
• impact parameter, I ∗ = 1000 N,
• conductivity, Ki = 100 Jm2/s kg,
• θ(t = 0) = 300 K,
• heat capacity, C = 103 J/kg K,
• impulse-thermal conversion, a1 = 1, a2 = 1,
• target number of fixed point iterations, Kd = 6,
• the time-stepping parameter, φ = 0.5,
• Eext = (0,0,0) N/coulomb,
• Bext = (0,0,1000) kg/s coulomb,
• domain bin-grid (rectangular) = (70 × 40 × 40),
• simulation duration = 1 second,
• initial time step size = 0.001 seconds,
• time step upper bound = 0.0025 seconds,
• tolerance for the fixed-point iteration = 10−3.

specific system of interest. In other words, the length-scale is essen-
tially irrelevant to the model problem framework.
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Fig. 10 Trajectory of the particle encountering a B-field

Fig. 11 A spark comprised of a charged ion jet and a possible ablation
scheme, with a user-controlled electromagnetic field

Particles that strayed outside of a computational 4 m ×
4 m window were thrown out of the computations. We have
the following observations:

• Figures 12, 13 and 14 illustrate the evolution of the mi-
crostructure of a jet-spray: (1) inter-particle collisions and
heating (2) agglomeration and (3) impact with the surface
or electromagnetic “wall”.

• Depending on the time allowed for the jet-spray to impact
the obstacle, there may not be enough time for cluster-
ing to fully evolve. We note that one can break up large
detrimental clusters with B-fields by separating positive
and negative charge clusters that have bonded together.
In the case considered, the electromagnetic field is strong
enough to repel the particulates. We remark that several
different scenarios could be considered by varying the ini-
tial kinetic energy of the jet, for example, (1) epitaxy (par-
ticle lay-up) and (2) particle embedding/infiltration into
the wall. Also, depending on the external fields, for ex-

ample in the vicinity of the surface, a pure E-field will
draw in either positive or negative charged particles (thus
separating them), although in this particular example, the
E-field was set to zero.

• The key signature of the onset of agglomeration/clustering
is the sudden spike in the impact force over time (Figs. 15–
17), as opposed to the force “signature” produced by a
steady stream of particles, which is more or less constant.

• The system achieves a much greater temperature in the
case of the neutral wall (Fig. 20), due to the particle im-
pact against the wall.

• One can compute the discrete “vortex” (angular momen-
tum about the mass center) of the system:

V
def= 1

M

Np∑

i=1

mi(r i − rcm) × (vi − vcm), (11.2)

where M = ∑Np

i=1 mi is the total system mass

rcm
def= 1

M

Np∑

i=1

mir i (11.3)

and

vcm
def= 1

M

Np∑

i=1

mivi . (11.4)

The discrete vortex is an indication of the spinning of the
particles, relative to the system center of mass. In the case
of having an electromagnetic wall present, the vortex is
significantly higher (Fig. 18, see also Fig. 19 for Cg mo-
tion). This is due to the Lorentz force. In order to under-
stand this effect, consider the motion of a single parti-
cle with an initially constant velocity, moving into a do-
main with a static electromagnetic field (Fig. 10), which
will experience a torque and acceleration. The equation
of motion is, with Eext = (Eext

1 ,Eext
2 ,Eext

3 ) and Bext =
(Bext

1 ,Bext
2 ,Bext

3 ),

mv̇ = q(Eext + v × Bext), (11.5)

or explicitly

v̇1 = q

m
(Eext

1 + (v2B
ext
3 − v3B

ext
2 )), (11.6)

and

v̇2 = q

m
(Eext

2 − (v1B
ext
3 − v3B

ext
1 )), (11.7)

and

v̇3 = q

m
(Eext

3 + (v1B
ext
2 − v2B

ext
1 )). (11.8)
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Fig. 12 Top to bottom and left to right: impact of a charged jet against an immovable obstacle. Note that only particles that are in the domain of
interest are shown
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Fig. 13 Top to bottom and left to right: impact of a charged jet against an electromagnetic field ahead of an immovable obstacle. Note that only
particles that are in the domain of interest are shown
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Fig. 14 Top to bottom and left
to right (SIDE VIEW): impact
of a charged jet against an
electromagnetic field ahead of
an immovable obstacle. Note
that only particles that are in the
domain of interest are shown
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Fig. 15 All forces acting on the obstacle. Left: charged and Right: charged with a field. No contact is made when the electromagnetic field is
present. Note that only particles that are in the domain of interest are included in the computations

Fig. 16 The integrated impulses
∫ T

0 I dt maximum force. Left: charged. Right: charged with field. Note that only particles that are in the domain
of interest are included in the computations

Fig. 17 The total vortex. Left: charged. Right: charged with field. The Lorentz force induces a large amount of spin within the system, relative to
the case where no electromagnetic field present. Note that only particles that are in the domain of interest are included in the computations
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Fig. 18 The CG-position. Left: charged. Right: charged with field. Note that only particles that are in the domain of interest are included in the
computations

Fig. 19 The CG-velocity. Left: charged. Right: charged with field (note the effects is helical-type spin). Note that only particles that are in the
domain of interest are included in the computations

Fig. 20 The temperature of the particles within the box. Left: charged
and Right: charged with field. The temperature is higher in the case
where no electromagnetic field is present, because of impact against

the rigid foundation. Note that only particles that are in the domain of
interest are included in the computations
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As an example, consider the special case when v(t = 0) =
voe1, Bext = Bext

3 e3 and Eext = Eexte3, then

v1(t) = vo cosωt =⇒ r1(t) = vo

ω
sinωt, (11.9)

where ω = qBext
3

m
is the cyclotron frequency,14 vo

ω
= vom

qBext
3

is the radius of oscillation, and

v2(t) = −vo sinωt =⇒ r2(t) = vo

ω
(cosωt − 1),

(11.10)

and

v3(t) = q

m
Eext

3 t =⇒ r3(t) = q

2m
Eext

3 t2. (11.11)

This field generates helical motion. Notice that when
Eext

3 = 0, this traces out the equation of a circle centered
at (0,− vo

ω
= − vom

qBext
3

). The radius of the “magnetically-

induced circle” is

vo

ω
= vom

qBext
3

. (11.12)

Thus, if a desired “turning radius” is denoted by R, one
may solve for the magnetic field that delivers the desired
effect by computing Bext

3 = vom
qR

. The smaller the radius,
the larger the magnetic field must be. Also, the larger the
initial momentum, the larger the magnetic field must be.

12 Closing Remarks

We close by commenting on an application not addressed
earlier, namely modern ignition systems in internal combus-
tion engines. Currently, the development of ignition systems
for ultra-lean fuels, such as ethanol, is an area of high in-
terest for spark (a localized electrical ion-jet) control. Be-
cause of the advancements in sensor and control systems in
harsh environments (see Azevedo et al. [3] and Schwartz
[123]), the real-time adjustment of in-situ ignition systems
has emerged, and is an area of active research. In particu-
lar, spark dispersion and control via electromagnetic (mi-
crowave) techniques is now possible. Such approaches are
important for developing hybrid systems involving com-
pression ignition direct injection (CIDI) and homogeneous
charge compression ignition (HCCI) engine platforms, in
order to improve the performance of a broad class of en-
gines. Such systems can lead to improved efficiency by ig-
niting ultra-lean fuels at low temperatures where standard
compression engines are limited and misfiring occurs. In

14The cyclotron frequency (gyrofrequency) is the angular frequency at
which a charged particle makes circular orbits in a plane perpendicular
to the static magnetic field.

particular, it has recently been proposed that shortly af-
ter a spark (charged plasma) is discharged into the com-
bustion chamber, a microwave is released to disperse the
spark throughout the combustion chamber (Fig. 11). Be-
cause of the dispersion of the spark throughout the com-
bustion chamber, the ignition system relies far less on the
propagation of the flame to ignite the fuel and, hence, far
leaner fuels may be employed without misfire occurring.
As mentioned, until recently, the detailed control of sparks
has been unreachable. However, within the last decade mi-
crotechnology, in particular microelectronic sensors, has
made in possible for engineers control combustion events
via the propagation of sparks and flame fronts. This is a
large field, and we list a cross-section of that research for
the interested reader: Ikeda et al. [50], Kaneko et al. [66],
Liepold et al. [76], Phelps [109], Aleiferis et al. [2], Jo-
hansson [65], Kogoma [73], Phuoc [115], Morsy et al. [96],
Morsy et al. [97], Ma et al. [89, 90], Mohamed et al. [95],
Weinberg and Wilson [134], Dale et al. [18], Ronney [119],
Beduneau [10], Chen and Lewis [17], Phuoc [116], Kim
et al. [70, 71], Ombrello and Ju [102], Mintoussov et al. [93],
Korolev and Matveev [74], Esakov et al. [28], Linkenheil
et al. [81, 82], Ikeda et al. [51], Kawahara et al. [68],
Mehresh et al. [91], Bogin et al. [16] and Prager et al. [114].
A further understanding of what influences localized elec-
trical jets is critical for the improvement of combustion
processes. In many cases, the analysis of such sprays/jets re-
quire the simulation of the electromagnetic response, as well
as its resulting coupled thermal response, which can be im-
portant to determine possible “hot spots” and to avoid non-
uniform dispersion. The current work of the author involved
in the development of models and numerical solution strate-
gies to analyze the coupled response of such sprays/sparks
in order to facilitate the creation of “designer sparks”.

An important aspect of any model is identification of pa-
rameters which force the system behavior to match a (de-
sired) target response. For example, in the ideal case, one
would like to determine the type of system parameters that
produce certain overall responses, via numerical simula-
tions, in order to guide or minimize time-consuming labo-
ratory tests. A relatively straightforward way of achieving
this is to consider inverse problems whereby particulate pa-
rameters are sought which deliver a desired overall behavior
by minimizing a cost function. For example, a design prob-
lem can be set up by defining an n-tuple design vector, de-

noted �
def= (�1,�2, , . . . ,�n), consisting of the following

free system variables: (1) Particulate masses, (2) Particulate
volume fraction, (3) Particulate interaction laws, (4) Par-
ticulate velocities, (5) Particulate friction and (6) External
electromagnetic fields to minimize particulate agglomera-
tion and maximize particulate dispersion. Generally, formu-
lations of such objective functions will possess nonconvex
and nondifferentiable dependency on the design variables
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(especially if there are constraints). The minimization of
such objective functions can be achieved by using (non-
derivative) “genetic” algorithms before applying classical
gradient-based schemes. There are a variety of genetic al-
gorithms, employing concepts of species evolution, such as
reproduction, mutation and crossover. Such methods can be
traced back, at least, to the work Holland [44]. For reviews
of such methods, see Goldberg [34], Davis [19], Onwu-
biko [101], Kennedy and Eberhart [69] Lagaros et al. [75],
Papadrakakis et al. [103–107] and Goldberg and Deb [35].
Such approaches have been extensively applied to related
problems, involving randomly dispersed particulates in con-
tinuous media, in Zohdi [142–157].
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