Constrained inverse formulations in random material design
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Abstract

The focus of this work is on the development of a computational strategy to design materials composed of randomly dispersed particulates suspended in a homogeneous binding matrix. The design objectives are to deliver prescribed macroscopic effective responses while simultaneously obeying constraints that reflect the distortion of the microscale stress fields, as well as the likelihood for fatigue damage. A nonderivative statistical genetic algorithm is developed which can handle difficulties in designing materials with random particulate microstructure due to objective function nonconvexity and lack of objective function regularity. Theoretical aspects are investigated and three-dimensional numerical examples are given.
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1. Computational material design

In this work, we are primarily concerned with the construction and solution of inverse problems describing the design of materials composed of randomly dispersed particulates suspended in a homogeneous binding matrix. The design objectives are to find sets of microstructural parameters, such as the relative volume fractions of the constituents, the geometries of the particulates and their mechanical properties, which minimize

\[ II = \left( \frac{\| E^* - E^{*D} \|}{\| E^{*D} \|} \right)^{q_0}, \]

where \( 0 < q_0 < \infty \), while simultaneously obeying constraints on the microscale stress field behavior. The constraints will be specified shortly. Here \( E^{*D} \) is a prespecified desired effective response, \( E^* \) is the effective response described via \( \langle \sigma \rangle_{\Omega} = E^* : \langle \epsilon \rangle_{\Omega} \), where \( \langle \cdot \rangle_{\Omega} = \frac{1}{|\Omega|} \int_{\Omega} \cdot \, \mathrm{d}\Omega \), and where \( \sigma \) and \( \epsilon \) are the stress and strain...
tensor fields within a statistically representative volume element of volume $|\Omega|$, produced by a trial microstructure. If the effective response is assumed isotropic, which is the case if the particles are randomly distributed and randomly oriented (if nonspherical), then the effective bulk and shear moduli are given by

$$3K\defeq \frac{\langle \text{tr} \sigma \rangle}{\langle \text{tr} \varepsilon \rangle}, \quad \text{and} \quad 2\mu\defeq \sqrt{\frac{\langle \sigma^\prime \rangle_{\Omega} : \langle \sigma^\prime \rangle_{\Omega}}{\langle \varepsilon^\prime \rangle_{\Omega} : \langle \varepsilon^\prime \rangle_{\Omega}}}$$

An extensive review of the state of the art in the analysis of random heterogeneous media can be found in the work of Torquato [58–62].

In order to systematize the computational minimization process, we characterize a microstructural design through an $N$-tuple design vector, denoted $\Lambda\defeq (A_1, A_2, \ldots, A_N)$, representing the following components. (I) *Particulate mechanical properties:* for example, assuming local isotropy of the particles, the bulk and shear moduli, $K_2$ and $\mu_2$ (two variables), (II) *particulate topology:* where we characterize the shape of the particulates by a generalized ellipsoidal equation:

$$\left( \frac{x-x_0}{r_1} \right)^{s_1} + \left( \frac{y-y_0}{r_2} \right)^{s_2} + \left( \frac{z-z_0}{r_3} \right)^{s_3} = 1,$$

where the $s$'s are exponents. Values of $s < 1$ produce nonconvex shapes, while $s > 2$ values produce “block-like” shapes (three design variables), (III) *particulate aspect ratio:* for example, defined by $\text{AR}\defeq \frac{r_1}{r_2}$, where $r_2 = r_3$, $\text{AR} > 1$ for prolate geometries and $\text{AR} < 1$ for oblate shapes (one variable) and (IV) *particulate volume fraction:* for example, $v_2\defeq \frac{|\Omega|}{|\Omega|}$, where $|\Omega|$ is the volume occupied by the particles, and $|\Omega|$ is the total volume of the material (one variable). Therefore we have a total of seven design variables, $\Lambda = (K_2, \mu_2, \text{AR}, v_2, s_1, s_2, s_3)$. Although we will not consider the matrix material's properties as being free variables, this poses no additional difficulties.

### 2. Characteristic of such objectives

Some key difficulties encountered in such problems, which we now discuss, are (1) nonconvexity of objective functions such as in Eq. (1.1), due to the variety of design variables, (2) objective functions which are not continuously differentiable because of active-inactive constraints and (3) sample size effects, which induce a degree of stochastic behavior into the objective function.

#### 2.1. Nonconvexity

Consider a one-dimensional heterogeneous bar composed of two materials, $E_1$ and $E_2$ (transverse bonded strips), each occupying volume fractions $v_1$ and $v_2$ ($v_1 + v_2 = 1$), respectively. The effective mechanical response for such a system, $E^\ast$, $\langle \sigma \rangle_{\Omega} = E^\ast \langle \varepsilon \rangle_{\Omega}$, is the harmonic average, which can be written as $E^\ast = \frac{v_1 E_1}{(1-v_2)+v_2}$, where $\tau = \frac{E_1}{E_2}$. Clearly, there is no unique combination of $\tau$ and $v_2$ to produce the same desired effective response. Consider the objective, $\Pi = \left( \frac{E-E^\ast}{E} \right)^2$, where $E^\ast$ is the desired effective response. If one were to pursue a standard Newton-type multivariate search for a new design increment one would construct the following Hessian system for the two design variables, $\Lambda = (\tau, v_2)$:

---

1. At the microscale, the mechanical properties of microheterogeneous materials are characterized by a spatially variable elasticity tensor $E$. The symbol $\| \cdot \|$ is an appropriate admissible norm to be discussed later.
Unfortunately, this system becomes noninvertible throughout the design space, due to the nonconvexity of the objective function $P_s$, as illustrated in Fig. 1. The behavior of such objectives becomes even worse when more design variables are present, such as in three-dimensional cases involving topological variables discussed earlier. For more detailed discussions of such issues see Cherkaev [5].

2.2. Size effects

We remark that even if the issues of nonconvexity and nondifferentiability of the objective were not present, and one were to attempt to apply a gradient-type approach, the construction of numerical derivatives of the objective function can become highly unstable. This is due to the fact that effective responses of finite sized samples, of equal volume but of different random particle distributions, exhibit mutual fluctuations, leading to amplified noise in optimization strategies where objective function sensitivities (derivatives) are needed (Fig. 2). For example, referring to Fig. 2, the effects of fluctuations due to sample size can be characterized by computing the difference between the smallest value on the right of an arbitrary design point $K_0$, due to size effects, and the largest value on the left, also due to size effects, resulting in

$$d_0 = P_s - P_s^0 \frac{\partial^2 P_s}{\partial v_1 \partial v_2}.$$

Denoting the uncertainty in the objective function $P_s$ value at $K_0$ by $U(K_0)$, and the uncertainty in the objective function $P_s$ value at $K_0^+$ by $U(K_0^+)$, we have an uncertainty in the sensitivity

$$0 \leq |\delta^+ - \delta^-| = U(K_0^+ + \Delta \Lambda) + U(K_0^+ - \Delta \Lambda).$$

Fig. 1. Left: The behavior of the objective function for $E_1 = 1$ and $E^{\tau/D} = 4$. Right: A binary map of the behavior of the determinant of the Hessian of the objective function for $E_1 = 1$ and $E^{\tau/D} = 4$. Here a value of 1 indicates a positive definite Hessian and 0 indicates a nonpositive Hessian.
Clearly, the effects of the fluctuations are amplified for the sensitivities. Therefore, even for large samples of randomly dispersed particulate material, which may exhibit slight fluctuations from one another, the resulting deviations in derivatives can be quite large. For further details see [68,72]. Furthermore, when active–inactive constraints are introduced, as they later will be, the objective function will become not continuously differentiable throughout the domain, in locations that are indeterminant a priori. In summary, for the class of problems considered here, gradient methods should be avoided due to (I) nonconvexity leading to uninvertible Hessians and (II) noise in the numerical derivatives of the objective function. In addition, a further issue arises, namely nondifferentiability of the constraints, in particular active–inactive constraints, as well as, in some cases, nondifferentiability of the unconstrained objective function itself. This further motivates, later in the analysis, a nonderivative (genetic) search procedure.

3. Introduction of constraints

A drawback of adding particulate material to a homogeneous base matrix is that the presence of second phase particles will perturb the otherwise smooth stress fields in the matrix, locally amplifying or reducing the fields throughout the microstructure. Thus, it makes sense to account for this distortion and to attempt to limit it during the design process.

Consider the deviation of the stress field from its volumetric average, \( \delta \sigma = \sigma - \langle \sigma \rangle_\Omega \), measured in the following norm \( (q > 0) \):

\[
\| \delta \sigma \|_{L^q(\Omega)}^q \overset{\text{def}}{=} \frac{1}{|\Omega|} \int_\Omega (\delta \sigma : \delta \sigma)^q \, d\Omega \geq 0.
\] (3.1)
The physical meaning of this norm, for \( q = 1 \), is the standard deviation of the stress field from its volumetric average. Higher \( q \) indicate more sensitive measures to the differences between the internal field and its average. A meaningful constraint is

\[
 w_q P_q(A) = w_q \max \left( 0, \left( \frac{\| \delta \sigma \|^q_{L^q(Q)}}{\mathrm{TOL}_q \| \sigma \|^q_{L^q(Q)}} - 1 \right) \right). \tag{3.2}
\]

To add an entire range of “higher stress moment” constraints, we write

\[
 w \mathcal{P}(A) \overset{\text{def}}{=} \sum_{q=1}^{N} w_q P_q(A), \tag{3.3}
\]

where the components of \( q = (q_1, q_2, \ldots, q_N) \) and \( w = (w_1, w_2, \ldots, w_N) \) are nonnegative. The final augmented function is

\[
 II^P(A, w) = \left( \frac{\| \mathcal{E}^* - \mathcal{E}^{*\text{D}} \|}{\| \mathcal{E}^{*\text{D}} \|} \right)^{q_0} + w \mathcal{P}(A). \tag{3.4}
\]

For an isotropic objective we write

\[
 II^P = w_e \left( \frac{K^* - K^{*\text{D}}}{K^{*\text{D}}} \right)^{q_0} + w_\mu \left( \frac{\mu^* - \mu^{*\text{D}}}{\mu^{*\text{D}}} \right)^{q_0} + \sum_{q=1}^{N} w_q P_q(A). \tag{3.5}
\]

Essentially this is an exterior point (penalty) method to enforce constraints. Let us define the following penalized function \( II^P(A_K, w^K) \overset{\text{def}}{=} II(A_K) + w^K \mathcal{P}(A_K) \), where (1) \( \mathcal{P}(A_K) \in C^0(\mathbb{R}^N) \), (2) \( \mathcal{P}(A_K) \geq 0 \) and (3) \( \mathcal{P}(A_K) = 0 \), if and only if \( A_K \in \Theta^e \), \( \Theta^e \overset{\text{def}}{=} \) the feasible region. We have the following properties, where \( A^*_K \) is the minimizer of \( II^P \) for weight \( w^K \) and \( A^* \) is a true minimizer \( II \) with the constraints:

(a) \( II^P(A_K^*, w^K) \leq II^P(A_K^{*+1}, w^{K+1}) \),
(b) \( \mathcal{P}(A_{K+1}^*) \leq \mathcal{P}(A_K^*) \),
(c) \( II(A_K^*) \leq II(A_{K+1}^*) \),
(d) \( II(A_K^*) \leq II^P(A_K^*, w^K) \leq II(A^*) \),
(e) \( \lim_{w^K \to \infty} II^P(A_K^*, w^K) = II(A^*) \). \tag{3.6}

The proofs are constructive and follow. By definition

\[
 II^P(A_{K+1}^*, w^{K+1}) = II(A_{K+1}^*) + w^{K+1} \mathcal{P}(A_{K+1}^*) \geq II(A_{K+1}^* + w^K \mathcal{P}(A_{K+1}^*) \geq II(A_K^*) + w^K \mathcal{P}(A_K^*) \overset{\text{def}}{=} II^P(A_K^*, w^K) \Rightarrow (a). \tag{3.7}
\]

By definition

\[
 II(A_K^*) + w^K \mathcal{P}(A_K^*) \leq II(A_{K+1}^*) + w^K \mathcal{P}(A_{K+1}^*) \tag{3.8}
\]

and

\[
 II(A_{K+1}^*) + w^{K+1} \mathcal{P}(A_{K+1}^*) \leq II(A_K^*) + w^{K+1} \mathcal{P}(A_K^*) \tag{3.9}
\]
Adding the two previous results yields
\[
(w^{K+1} - w^K)\mathcal{P}(\Lambda_{K+1}^*) \leq (w^{K+1} - w^K)\mathcal{P}(\Lambda_K^*) \Rightarrow (b).
\] (3.10)

Since \(\Lambda_K^*\) is a minimizer of the augmented form
\[
\Pi(\Lambda_{K+1}^*) + w^K\mathcal{P}(\Lambda_{K+1}^*) \geq \Pi(\Lambda_K^*) + w^K\mathcal{P}(\Lambda_K^*)
\] (3.11)

From part (b) we have \(\mathcal{P}(\Lambda_{K+1}^*) \leq \mathcal{P}(\Lambda_K^*)\), which, when combined with the above yields
\[
\Pi(\Lambda_{K+1}^*) + w^K\mathcal{P}(\Lambda_{K+1}^*) \geq \Pi(\Lambda_{K+1}^*) + w^K\mathcal{P}(\Lambda_{K+1}^*) \geq \Pi(\Lambda_K^*) + w^K\mathcal{P}(\Lambda_K^*) \Rightarrow (c).
\] (3.12)

For each \(K\),
\[
\Pi(\Lambda^*) \overset{\text{def}}{=} \Pi(\Lambda^*) + \overline{w^K\mathcal{P}(\Lambda^*)} \geq \Pi(\Lambda_K^*) + w^K\mathcal{P}(\Lambda_K^*) = \Pi^{\theta}(\Lambda_K^*, w^K) \geq \Pi(\Lambda_K^*) \Rightarrow (d).
\] (3.13)

Utilizing the previous results, one can show that the method converges. Let \(\{\Lambda_K^*\}, K \in I\), be a convergent subsequence of \(\{\Lambda_K^*\}\), having limit \(\hat{\Lambda}\). Therefore, assuming continuity of \(\Pi\) we have \(\lim_{K \in I} \Pi(\Lambda_K^*) = \Pi(\hat{\Lambda})\).

From the previous results
\[
\Pi^{\theta}(\Lambda_{K+1}^*, w^{K+1}) \geq \Pi^{\theta}(\Lambda_K^*, w^K),
\] (3.14)

which implies
\[
\lim_{K \in I} \Pi^{\theta}(\Lambda_K^*, w^K) \overset{\text{def}}{=} \Pi^{\theta}(\Lambda^*) \leq \Pi(\Lambda^*) \quad (\text{By d}).
\] (3.15)

Therefore,
\[
\Pi^{\theta}(\Lambda^*) - \Pi(\hat{\Lambda}) = \lim_{K \in I} w^K\mathcal{P}(\Lambda_K^*) \leq \infty,
\] (3.16)

which implies \(\lim_{K \in I} \mathcal{P}(\Lambda_K^*) = 0\). Since \(\mathcal{P}(\Lambda_K^*)\) is continuous, \(\mathcal{P}(\hat{\Lambda}) = 0\), and therefore \(\hat{\Lambda}\) is feasible. \(\hat{\Lambda}\) must be optimal since, \(\Lambda_K^* \to \hat{\Lambda}\) and
\[
\Pi(\hat{\Lambda}) = \lim_{K \in I} \Pi(\Lambda_K^*) \leq \Pi(\Lambda^*) \Rightarrow (c).
\] (3.17)

Remarks: By increasing the penalty weights, we force the augmented form’s sequence to approach the unaugmented optimum from below. For general properties of exterior point methods see [7] or [45].

4. Related fatigue constraints for microheterogeneous solids

As mentioned during the construction of the distortion constraints, a drawback of adding particulate material to a homogeneous base matrix is that the presence of a second phase particles will perturb the otherwise smooth stress fields in the matrix. This locally amplifies the stress field intensity throughout the microstructure. Under cyclic loading, this can lead to fatigue-induced damage. Therefore, when designing new solids with heterogeneous microstructure, estimates of the aggregate amount of fatigue damage are valuable in characterizing the long term performance of the material. Accordingly, we construct constraints, representing tolerable damage limits, in a similar way as for the distortion measures.

4.1. Classical fatigue relations

At a material point, the classical Basquin relation for fatigue life estimation are as follows [1]:
\[ \| \sigma_x \| = (\| \sigma_l \| - \| \sigma_m \|)(2N_f)^b \Rightarrow N_f = \frac{1}{2} \left( \frac{\| \sigma_l \|}{\| \sigma_l \| - \| \sigma_m \|} \right)^{1/b}, \]

which has been extended to a multiaxial stress state by use of Euclidean norms \( \| \sigma \| = \sqrt{\sigma : \sigma} \). Here the norm of the mean stress is \( \| \sigma_m \| = \frac{\| \sigma_{\text{max}} + \sigma_{\text{min}} \|}{2} \) while the norm of the fluctuating stress is \( \| \sigma_f \| = \frac{\| \sigma_{\text{max}} - \sigma_{\text{min}} \|}{2} \), where we denote static failure stress by \( \sigma_f \) and typically, \(-0.12 \leq b \leq -0.05\). Classical relations of this type, which hold at a material point, are discussed in [57].

### 4.2. Construction of a constraint

Clearly, from direct numerical computations, say with the finite element method, one can post-process the stresses, by using Eq. (4.1), directly to compute the estimated fatigue life of every point \( x_k \), denoted by \( N_{ik} \). Once the \( N_{ik} \)'s are computed, we employ classical Palmgren [55]–Miner [47] accumulated damage relations, \( \kappa_k^0 = \text{Max} \left\{ 0, 1 - \frac{\sigma}{N_{ik}} \right\} \kappa_k^0 \) and \( \mu_k^0 = \text{Max} \left\{ 0, 1 - \frac{\sigma}{N_{ik}} \right\} \mu_k^0 \), where \( \kappa_k^0 \) and \( \mu_k^0 \) are the undamaged values of the bulk and shear moduli at \( x_k \), respectively, and \( n \) is the number of applied load cycles. In the isotropic case, the damage is simply

\[ \kappa_k^0 = \frac{\kappa_k^0}{\kappa_k^D} = \frac{\mu_k^0}{\mu_k^D} = \text{Max} \left( 0, \left( 1 - \frac{n}{N_{ik}} \right) \right). \]  

The overall fatigue damage is characterized volumetric average, \( \langle \kappa^0 \rangle_\Omega \). A fatigue constraint is constructed first by setting a tolerance, where ideally,

\[ \langle \kappa^0 \rangle_\Omega > \text{TOL}_x \]  

which is then incorporated as an active–inactive unilateral condition into a design cost function, which we intend to minimize \((q_0, q_f > 0)\)

\[ H^P = \left( \frac{\| E^r - E^{r,D} \|}{\| E^{r,D} \|} \right)^{q_0} + \frac{w_F P_F}{\text{Fatigue damage}}, \]  

where

\[ w_F P_F \overset{\text{def}}{=} w_F \left( \text{Max} \left( 0, \left( \frac{\text{TOL}_x - \langle \kappa^0 \rangle_\Omega}{\text{TOL}_x} \right) \right) \right)^{q_0}. \]

In the isotropic case, we write

\[ H^P = w_k \left( \frac{\kappa^r - \kappa^{r,D}}{\kappa^{r,D}} \right)^{q_0} + w_\mu \left( \frac{\mu^r - \mu^{r,D}}{\mu^{r,D}} \right)^{q_0} + w_F P_F. \]  

**Remark I**: As in the case of distortion constraints, the formulation in Eq. (3.5) is an exterior point (penalty) method to enforce constraints. Therefore, by increasing the penalty weight, we force the augmented form approach the unaugmented optimum from below. In other words, as the penalty parameter is increased, the exterior point formulation more accurately approximates the original constrained problem. However, the exterior point formulation becomes harder to minimize with gradient based methods, if they are applicable, due to ill conditioning. However, this appears to be a nonissue for nonderivative methods.

**Remark II**: One can restrict the constraint activation to specific “zones of interest” by simply adding a weighting function during the computation of the average damage, \( \phi(\langle \kappa^0 \rangle_\Omega) \), where \( \phi = 0 \) outside of the
zones. For example, such zones could be interfacial regions enveloping the material interfaces between the matrix and particles.

4.3. Qualitative behavior of the fatigue constraints

One way to qualitatively characterize the aggregate fatigue damage is via concentration tensors, which provide a measure of the deviation away from the mean fields throughout the material. One may write

\[
\langle \sigma \rangle_\Omega = \frac{1}{\Omega_1} \left( \int_{\Omega_1} \sigma d\Omega + \int_{\Omega_2} \sigma d\Omega \right) = v_1 \langle \sigma \rangle_{\Omega_1} + v_2 \langle \sigma \rangle_{\Omega_2},
\]

where \( \Omega_1 \) is the volume of the matrix phase and \( \Omega_2 \) is the volume fraction of the second phase, and consequently

\[
\langle \sigma \rangle_{\Omega_1} = v_1 \langle \sigma \rangle_{\Omega_1} + v_2 \langle \sigma \rangle_{\Omega_2} = \left( E_1 + v_2 (E_2 - E_1) \right) : C : \langle \epsilon \rangle_{\Omega_1},
\]

(4.7)

where \( C : \langle \epsilon \rangle_{\Omega_1} = \langle \epsilon \rangle_{\Omega_2}, C^{\text{def}} = (E_2 - E_1)^{-1} : (E^* - E_1) \). Thereafter, we may write, for the variation in the stress, \( C : E^{*-1} : \langle \sigma \rangle_{\Omega} = E^{-1}_2 : \langle \sigma \rangle_{\Omega_2}, \) which reduces to \( E_2 : C : E^{*-1}_2 : \langle \sigma \rangle_{\Omega_2} = \langle \sigma \rangle_{\Omega_2} = \langle \sigma \rangle_{\Omega_2}, \) where \( \hat{C} \) is known as the stress concentration tensor. Therefore, once either \( \hat{C} \) or \( E^* \) are known, the other can be determined. Clearly, the microstress fields are minimally distorted when \( \hat{C} = I \). For the matrix, we have

\[
\frac{\langle \sigma \rangle_{\Omega_1} - v_2 \langle \sigma \rangle_{\Omega_2}}{v_1} = \frac{\langle \sigma \rangle_{\Omega_1} - v_2 \hat{C} : \langle \sigma \rangle_{\Omega_1} = \langle I - v_2 \hat{C} \rangle : \langle \sigma \rangle_{\Omega_1} = \hat{C} : \langle \sigma \rangle_{\Omega_1}.}
\]

(4.8)

We have for the alternating stresses, \( \langle \sigma_a \rangle_{\Omega_2} = \hat{C} : \langle \sigma_a \rangle_{\Omega_1} \) and \( \langle \sigma_a \rangle_{\Omega_1} = \hat{C} : \langle \sigma_a \rangle_{\Omega_1} \), as well as for the mean stresses \( \langle \sigma_m \rangle_{\Omega_2} = \hat{C} : \langle \sigma_m \rangle_{\Omega_1} \) and \( \langle \sigma_m \rangle_{\Omega_1} = \hat{C} : \langle \sigma_m \rangle_{\Omega_1} \). We remark that the failure stresses, are independent of the applied loads, since they are material parameters. We remark that the relative decrease in \( \hat{C} \) is accompanied by a corresponding increase \( \hat{C} \), since

\[
\frac{\langle I - v_2 \hat{C} \rangle}{1 - v_2} = \hat{C}.
\]

(4.9)

In other words, \( \hat{C} \) is a negative-definite tensor function. These previous relations simply indicate that when there is amplification of the stresses somewhere in the microheterogeneous solid there is also simultaneous shielding (“de-amplification”) somewhere in the solid. For the second phase

\[
N_{\Omega} = \frac{1}{2} \left( \frac{\| \langle \sigma_a \rangle_{\Omega_2} \|}{\| \langle \sigma_m \rangle_{\Omega_2} \| - \| \langle \sigma_a \rangle_{\Omega_2} \|} \right)^{1/b_2} \frac{1}{2} \left( \frac{\| \hat{C} : \langle \sigma_a \rangle_{\Omega_1} \|}{\| \hat{C} : \langle \sigma_a \rangle_{\Omega_1} \| - \| \hat{C} : \langle \sigma_m \rangle_{\Omega_1} \|} \right)^{1/b_2},
\]

(4.10)

which is a monotonically increasing function of \( \hat{C} \). For the first phase,

\[
N_{\Omega} = \frac{1}{2} \left( \frac{\| \langle \sigma_a \rangle_{\Omega_1} \|}{\| \langle \sigma_m \rangle_{\Omega_1} \| - \| \langle \sigma_a \rangle_{\Omega_1} \|} \right)^{1/b_1} \frac{1}{2} \left( \frac{\| \hat{C} : \langle \sigma_a \rangle_{\Omega_1} \|}{\| \hat{C} : \langle \sigma_a \rangle_{\Omega_1} \| - \| \hat{C} : \langle \sigma_m \rangle_{\Omega_1} \|} \right)^{1/b_1},
\]

(4.11)

which is a monotonically decreasing function of \( \hat{C} \). The rates of increase and decrease of the fatigue lives are controlled by the magnitudes of the \( b \)'s.

5. Nonconvex–nonderivative genetic search

Due to difficulties with objective function nonconvexity and nondifferentiability we employ a certain class of nonderivative search methods, usually termed “genetic” algorithms (GA), which stem from the
The overall genetic minimization strategy can be enhanced several ways. For example, every few generations, the search domain can be restricted and rescaled to be centered around the best current design.

Remark II: The overall genetic minimization strategy can be enhanced several ways. For example, every few generations, the search domain can be restricted and rescaled to be centered around the best current design.

2 The monotonicity is obvious since the top design will not be replaced until a better design is found.
Remark III: Typically, for samples with a finite number of particles, there will be slight variations in the performance for different random realizations. In order to stabilize the objective function’s value with respect to the randomness of the realization, for a fixed design \((A^i)\), a regularization procedure is applied, whereby the performances of a series of different random realizations are averaged until the (ensemble) average converges, i.e. until the following condition is met \((i = 1, 2, \ldots, E):\)

\[
\left| \frac{1}{E + 1} \sum_{i=1}^{E} \Pi^{(i)}(A^i) - \frac{1}{E} \sum_{i=1}^{E} \Pi^{(i)}(A^i) \right| \leq TOL \left| \frac{1}{E + 1} \sum_{i=1}^{E+1} \Pi^{(i)}(A^i) \right|
\]

(5.3)

The index \(i\) indicates a random realization that has been generated and \(E\) indicates the total number of realizations tested. In order to implement this in Step 2 of the algorithm, one simply replaces “Compute” with “Ensemble-compute”, which requires a further inner loop to test the performance of multiple realizations. Similar ideas have been applied to randomly dispersed particulate solids in Zohdi [67]. The number needed to stabilize the objective function is far less than that needed to stabilize the gradients, and higher order derivatives that would be needed if a gradient-type approach were even possible.

6. Numerical examples

Throughout the numerical examples, we considered the following objective function:

\[
\Pi^0 = w_k \left( \frac{k^* - k^*\text{D}}{k^*\text{D}} \right)^2 + w_{\mu} \left( \frac{\mu^* - \mu^*\text{D}}{\mu^*\text{D}} \right)^2 + \sum_{q=1}^{10} w_q P_q(A) + w_f P_f.
\]

(6.1)

A meaningful measure to track during the minimization process is the percentage error of the moduli from the desired target, \(\sqrt{\Pi^0}\). To illustrate the algorithm, we considered a cube of matrix material, with normalized dimensions \(1 \times 1 \times 1\), containing randomly distributed inhomogeneities. We considered the following boundary conditions on the exterior of the cube: \(u|_{\partial \Omega} = \delta \cdot x, \delta_{ij} = 0.001, i, j = 1, 2, 3\), where \(x\) is a position vector to the boundary of the cube. During the upcoming numerical experiments we tested larger and larger samples of material, keeping the volume fraction fixed and found that results stabilized when approximately 20 (nonintersecting) particles were used in a sample, i.e. the same final designs occurred using larger samples. Also, over the course of such tests the finite element meshes were repeatedly refined, and a mesh density of approximately \(9 \times 9 \times 9\) trilinear hexahedra (approximately between 2200 and 3000 DOF for the vector-valued balance of momentum) per particle was found to deliver mesh independent results. For 20 particles, this resulted in 46,875 DOF. This mesh density delivered mesh independent results over the course of the numerical experiments. In other words, the same final designs occurred using finer meshes. During the computations, a “2/3” Gauss rule was used, whereby elements containing material discontinuities had increased Gauss rules \((5 \times 5 \times 5)\) to enhance the resolution of the internal geometry, while elements with no material discontinuities had the nominal \(2 \times 2 \times 2\) rule. For details of such meshing procedures, see [67,69–72]. To illustrate the search process, continuing with 20 particle samples, the effective response produced by a sample containing a particulate stiffener, 22% boron \((\mu_l = 230 \text{ GPa} \kappa_l = 172 \text{ GPa})\) spheres in an aluminum matrix \((\mu_l = 25.9 \text{ GPa} \kappa_l = 77.9 \text{ GPa})\) was first computed. The effective response was approximately \(\kappa^* = 96 \text{ GPa}\) and \(\mu^* = 42 \text{ GPa}\). Our objective was to find alternative microstructures which could deliver the same effective response \((\kappa^{\text{D}} = 96 \text{ GPa} \text{ and } \mu^{\text{D}} = 42 \text{ GPa})\), while obeying the

\footnote{Material combinations such as aluminum/boron are relatively common due to the ease of forming the aluminum matrix and the lightweight of the boron.}
constraints, to a specified tolerance. The constraint tolerance for fatigue was \( TOL_a = 0.9 \) (10% damage) and for the distortion constraints, \( TOL_q = 0.1, \forall q \). The matrix material was fixed to be aluminum, however, all other design parameters, with the exception of the particle orientations, since isotropic objectives were sought, were allowed to vary. The macroscopic weights were fixed at \( w_k = w_l = 1 \), while the penalty weights were increased. The volume fraction was controlled via a particle/sample size ratio (one variable), defined by \( a \) subvolume size \( V \triangleq \frac{L}{C^2} \), where \( N \) is the number of particles in the entire sample and where \( L \) is the length of the (cubical) sample, \( L \times L \times L \). A generalized diameter is defined, \( r \), which is the diameter of the smallest sphere that can enclose a single particle of possibly nonspherical shape. The ratio between the generalized diameter and the subvolume is one design parameter defined by \( f \triangleq \frac{r}{V} \). The a priori constraints on the design search space were

\[
\begin{align*}
0.1 \kappa_1 & = \kappa_1^{-} \leq \kappa_1^{(i)} \leq \kappa_1^{+} = 10 \kappa_1, \\
0.1 \mu_1 & = \mu_1^{-} \leq \mu_1^{(i)} \leq \mu_1^{+} = 10 \mu_1, \\
0.1 & = \frac{AR^{-}}{AR^{(i)}} \leq \frac{AR^{-}}{AR^{+}} = 10, \\
1 & = s^{-} \leq s^{(i)} \leq s^{+} = 10, \\
0.2 & = \zeta^{-} \leq \zeta^{(i)} \leq \zeta^{+} = 0.4.
\end{align*}
\]  

(6.2)

For the fatigue constraints, we characterized the maximum and minimum applied boundary loading in the form \( u_{\max}^{\text{max}}\mid_{\Omega} = \varepsilon_{\text{max}} \cdot x = a^{-} \varepsilon_{ij}^{\text{ij}}, \) and \( u_{\min}^{\text{min}}\mid_{\Omega} = \varepsilon_{\text{min}} \cdot x = a^{-} \varepsilon_{ij}^{\text{ij}}, \ i, j = 1, 2, 3. \) For purposes of numerical experiment, the cyclic loading amplitudes were set to \( a^{-} = 0.9 \) and \( a^{+} = 1.25 \). The Basquin exponents were chosen to be the same for both materials, \( b_1 = -0.06 \) and \( b_2 = -0.06 \), in order to isolate the effects of the seven micromechanical variables introduced earlier on the fatigue behavior. The number of applied cycles

---

\(^4\) By superposition, one only needs to compute one loading.
was set to $n = 10^5$. The failure stresses for the particles, $\sigma_{\Omega,ij}$, were set to $\sigma_{\Omega,ij} = 1 \text{ GPa}$, $i,j = 1,2,3$, while for the matrix $\sigma_{\Omega}$, we selected $\sigma_{\Omega,11} = \sigma_{\Omega,22} = \sigma_{\Omega,33} = 8 \times 10^7$ and $\sigma_{\Omega,12} = \sigma_{\Omega,23} = \sigma_{\Omega,31} = 4 \times 10^7$.

The number of genetic strings was set to 20, keeping the offspring of the top six parents after each generation. This resulted in eight new strings being introduced after each generation. After every four generations the search domain was restricted and rescaled to be centered around the best current design. For various penalty weights, the procedure converged to a stable best design in no more than 21 generations (Fig. 3). The total number of global evaluations was $T + (G - 1) \times (T - Q) = 300$, where $G = 21$ was the number of generations, $T = 20$ was the total number of genetic strings in the population, and $Q = 6$ is the number of parents kept after each generation. As the theory predicted (Box (3.6)), at the converged state

![Figure 4. Top: a realization of the optimal design. Bottom: a zoom on an individual particle.](image-url)
(generation 21), with increasing penalty weights $P^P(\lambda^*, w^k)$ converges from below. There were no changes in the results for further increases in the penalty weights beyond $w_q = w_F = 1000$. Clearly, the constraints restrict the objective from ever attaining the original spherical microstructure, and thus effective properties, $\kappa^* = 96$ GPa and $\mu^* = 42$ GPa, that deliver a zero value of the unconstrained objective function (Fig. 4). Various statistics pertaining to these test are tabulated in Tables 1–3.

7. Concluding remarks

In this work a GA was developed which can handle difficulties due to objective function nonconvexity and lack of regularity characterizing the constrained design of random particulate media. The computational approach was constructed in such a way that it can be used in conjunction with a variety of methods designed for large-scale micro–macro simulations, such as multiscale methods [2,4,8–18,64]; Voronoi cell methods [20–26,43,44,49,56]; transformation methods [46,50], multipole methods adapted to such problems by Fu et al. [19]; partitioning methods [29,30,32–37]; adaptive hierarchical modeling methods [48,51–53,63,65] and micro–macro domain decomposition [3,39–42,66,69–71,73].
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