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Abstract

Unmanned Aerial Vehicles (UAVs), in particular quadcopters, have become extremely prevalent, driven by their low cost and
ease of control. Unfortunately, privacy concerns related to the ubiquity of UAVs have prompted substantial citizen interest in the
shooting down of UAVs that trespass onto their property, although the legality thereof is unclear. In this work, the dynamical
response of a quadcopter to a series of randomly external impulses, which could be generated by objects launched toward the UAV,
such shotgun pellets, etc., is formulated. A Discrete Element Method (DEM) is developed to describe the breakup of the quadcopter,
in conjunction with a staggered implicit time-stepping scheme. The use of DEM allows for fragmentation of the quadcopter and
also to compute the trajectories and distribution of the resulting debris field.
c⃝ 2017 Elsevier B.V. All rights reserved.
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1. Introduction

Unmanned Air Vehicles (UAVs), specifically quadcopters and multicopters, have become widely used worldwide
for recreational and technological reasons. For example, the dramatic increase in inexpensive Unmanned Aerial
Vehicle (UAV) and camera technology has made the real-time mapping of areas struck by disasters, such as fires,
earthquakes, tsunamis, etc., a reality. For example, the optimal deployment of multiple UAVs for rapid mapping
and assessment before and after a multi-location disaster, such as an earthquake, requires detailed inspection of
infrastructures (roads, bridges, pipelines, power grids and water systems) in difficult to reach locations. Proper
deployment of UAVs promises to provide first responders to disasters with timely information in multiple locations.
Critical infrastructure is now multi-faceted, comprising, water grids, power, traffic, etc., and in many municipalities
UAV mapping is being proposed, and in some cases already deployed. Technological advances and societal changes
such as massive numbers of cost-effective UAVs are now game-changers in terms of the ability to both (1) monitor
and control events in a disaster and (2) to facilitate long-term planning. (See Fig. 1.)

Unfortunately, the proliferation of these small flying vehicles, and the resulting concerns regarding invasion of
privacy, has led to many cases of individuals attempting to shoot down UAVs that enter into the airspace above their
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Fig. 1. Prototypical design of a quadcopter. The propellors remain perpendicular to the chassis and provide thrust.

Fig. 2. A quadcopter hit with external impulses.

property. This is technically illegal according to FAA regulations, primarily because it can harm individuals and
property below from the scattered debris. It is estimated that UAVs are shot down in the US at a rate of one UAV per
month (in 2016). The legality of shooting down a UAV is complex, and determined in part by the height at which the
UAV was flying at the time.1 To the knowledge of the author, no works have explored the dynamical response and
possible breakup of a UAV being shot at, for example, by a shotgun.

In this paper, the dynamical response of a quadcopter to a series of random external impulses (Fig. 2), such as
from shotgun pellets, is formulated using a Discrete Element Method. The use of DEM allows for the fragmentation
of the quadcopter and allows one to also compute the trajectories and distribution of the debris field. Various initial
conditions can be tested which can potentially aid in settling disputes, for example by determining the height and
location of the UAV prior to it being shot down, and correlating the simulated and observed debris field.

2. Generation of a cluster of bonded elements/particles

To generate the quadcopter body, we insert particles within an envelope/grid intersection (Fig. 3). For exam-
ple, a convenient, easy to parametrize envelope is given by sweeping through a rectangular parallelepiped of
(±R1, ±R2, ±R3) and checking the intersection of the hull envelope equation, for example given by a generalized
ellipsoidal equation:

|x1 − x1o|
p1

R1
+

|x2 − x2o|
p1

R2
+

|x3 − x3o|
p3

R3
≤ 1, (2.1)

where (x1, x2, x3) are the coordinates of the DEM particles,(x1, x2, x3) are the coordinates of center of the chassis,
(R1, R2, R3) are the generalized radii and (p1, p2, p3) are exponents of the generalized ellipsoid, with a box of discrete
element “subbox” positions (Fig. 3). Where there is an intersection, a particle is placed in the subbox. The particles are
initially rigidly bonded together, but may become dislodged due to external forces (discussed later in the presentation).

1 See https://www.yahoo.com/news/whos-sky-anyway-u-drone-case-tests-rights-132753742.html.
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Fig. 3. Generating a UAV hull with discrete elements. This is achieved by sweeping through a rectangular parallelepiped of (±R1, ±R2, ±R3) and
checking the intersection of the hull envelope equation above with a box of discrete element position subboxes (left). Where there is an intersection,
and particle is placed in the subbox (middle). A generalized ellipsoidal equation (Eq. (2.1)) is used where for exponent values of (p1, p2, p3) equal
to two, we generate a familiar ellipsoid, for values less than one we generate involute (nonconvex shapes), and for exponent values of (p1, p2, p3)
greater than two, we generate a box-like shapes (right).

Fig. 4. For (p1, p2, p3) = (0.2, 0.2, 0.2). Right: A DEM generated UAV frame. Left: A zoom on the locations of the DEM particles. The
particles are bound by the mathematical dynamics-constraints to move collectively as a rigid body (group translation and rotation), until a particle
is dislodged by an impulse. If it is dislodged, it moves according to its own dynamics.

For exponent values of (p1, p2, p3) equal to two, we generate a familiar ellipsoid, for values less than one we generate
involute (nonconvex shapes, Fig. 3), and for exponent values of (p1, p2, p3) greater than two, we generate a box-like
shapes.

3. Dynamics of general rigid clusters of DEM particles

In order to make the analysis general, we consider rigid clusters of DEM particles. Later we will tailor the cluster
to specific UAV designs. We consider the DEM cluster to be already formed, with particles rigidly bonded together.
Later, we will allow particles to become dislodged from the cluster. Consider a collection of rigidly-bonded particles,
i = 1, 2, . . . , Nc, in a cluster. The individual particle dynamics are described by (which leads to a coupled system)

mi r̈i = mi v̇i = Ψ tot
i

total forces

= Ψ int
i

internal

+ Ψ ext
i

external

,
(3.1)
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Fig. 5. Left: A collection of DEM particles (a “cluster”) that are rigidly bonded together. Right: Motion and breakup of a cluster from impulses.

where mi is the mass of the i th particle, ri is the position vector, vi is the particle velocity, Ψ ext
i is an external force

field and Ψ int
i is the sum of the internal (equal in magnitude and opposite in direction) forces acting on the i th particle,

due to other particles in the system (“internal” particle-to-particle bonding forces, contact forces etc. (See Fig. 5.)

4. Group dynamics of a rigidly bound collection of particles

When we consider a collection of particles that are bound together as a rigid body,
Because internal forces between particles within in the system are opposite in direction and equal in magnitude,

the specific character of the internal particle-to-particle bonding forces is not relevant to the overall system dynamics,

Nc∑
i=1

(
Ψ ext

i + Ψ int
i

)
=

Nc∑
i=1

Ψ ext
i +

Nc∑
i=1

Ψ int
i  

=0

=

Nc∑
i=1

Ψ ext
i

def
= Ψ E XT , (4.1)

where Ψ E XT is the overall external force acting on the cluster and Nc are the number of particles in the DEM cluster.
The position vector of the center of mass of the system is given by

rcm
def
=

∑Nc
i=1 mi ri∑Nc
i=1 mi

=
1
M

Nc∑
i=1

mi ri , (4.2)

where M is the total system mass. A decomposition of the position vector for particle i , of the form ri = rcm + rcm→i ,
allows the linear momentum of the system of particles (G) to be written as

Nc∑
i=1

mi ṙi
Gi

=

Nc∑
i=1

mi (ṙcm + ṙcm→i ) =

Nc∑
i=1

mi ṙcm = ṙcm

Nc∑
i=1

mi = Mṙcm
def
= Gcm, (4.3)
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since
∑Nc

i=1mi ṙcm→i = 0. Furthermore, Ġcm = Mr̈cm , thus

Ġcm = Mr̈cm =

Nc∑
i=1

ψext
i

def
= Ψ E XT . (4.4)

The angular momentum relative to the center of mass can be written as (utilizing ṙi = vi = vcm + vcm→i )
Nc∑

i=1

Hcm→i =

Nc∑
i=1

(rcm→i × mi vcm→i ) =

Nc∑
i=1

(rcm→i × mi (vi − vcm)) (4.5)

=

Nc∑
i=1

(mi rcm→i × vi ) −

⎛⎜⎜⎜⎜⎝
Nc∑

i=1

mi rcm→i  
=0

⎞⎟⎟⎟⎟⎠ × vcm = Hcm, (4.6)

for a rigid body. Since vcm→i = ω × rcm→i

Hcm =

Nc∑
i=1

Hcm→i =

Nc∑
i=1

mi (rcm→i × vcm→i ) =

Nc∑
i=1

mi (rcm→i × (ω × rcm→i )). (4.7)

Decomposing the relative position vector into its components

rcm→i = ri − rcm = x̂i1e1 + x̂i2e2 + x̂i3e3, (4.8)

where x̂i1, x̂i2 and x̂i3 are the coordinates of the mass points measured relative to the center of mass, and expanding
the angular momentum expression, yields

H1 = ω1

Nc∑
i=1

(x̂2
i2 + x̂2

i3) mi − ω2

Nc∑
i=1

x̂i1 x̂i2 mi − ω3

Nc∑
i=1

x̂i1 x̂i3 mi (4.9)

and

H2 = −ω1

Nc∑
i=1

x̂i1 x̂i2 mi + ω2

Nc∑
i=1

(x̂2
i1 + x̂2

i3) mi − ω3

Nc∑
i=1

x̂i2 x̂i3 mi (4.10)

and

H3 = −ω1

Nc∑
i=1

x̂i1 x̂i3 mi − ω2

Nc∑
i=1

x̂i2 x̂i3 mi + ω3

Nc∑
i=1

(x̂2
i1 + x̂2

i2) mi , (4.11)

which can be concisely written as

Hcm = I · ω, (4.12)

where we define the moments of inertia with respect to the center of mass

I11 =

Nc∑
i=1

(x̂2
i2 + x̂2

i3) mi , I22 =

Nc∑
i=1

(x̂2
i1 + x̂2

i3) mi , I33 =

Nc∑
i=1

(x̂2
i1 + x̂2

i2) mi , (4.13)

I12 = I21 = −

Nc∑
i=1

x̂i1 x̂i2 mi , I23 = I32 = −

Nc∑
i=1

x̂i2 x̂i3 mi , I13 = I31 = −

Nc∑
i=1

x̂i1 x̂i3 mi , (4.14)

or explicitly

I =

⎡⎣I11 I12 I13

I21 I22 I23

I31 I32 I33

⎤⎦ . (4.15)
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The particles’ own inertia contribution about their respective mass-centers to the overall moment of inertia of
the agglomerated body can be described by the Huygens–Steiner (generalized “parallel axis” theorem) formula
(p, s = 1, 2, 3)

Īps =

Nc∑
i=1

(
Ī i

ps + mi (∥ri − rcm∥
2δps − x̂i p x̂is)

)
. (4.16)

For a spherical particle, Ī i
pp =

2
5 mi R2

i , and for p ̸= s, Ī i
ps = 0 (no products of inertia), Ri being the particle radius.2

Finally, for the derivative of the angular momentum , utilizing r̈i = ai = acm + acm→i , we obtain

Ḣrel
cm =

Nc∑
i=1

(rcm→i × mi acm→i ) =

Nc∑
i=1

(rcm→i × mi (ai − acm)) (4.17)

=

Nc∑
i=1

(mi rcm→i × ai ) −(
Nc∑

i=1

mi rcm→i )  
=0

×acm = Ḣcm, (4.18)

and consequently

Ḣcm =
d(I · ω)

dt
=

Nc∑
i=1

rcm→i × ψext
i

def
= ME XT

cm , (4.19)

where ME XT
cm is the total external moment about the center of mass.

5. Numerical methods for the dynamics of a DEM cluster

We now treat the dynamics of a cluster numerically. We first focus on the translational motion of the center of
mass, and then turn to the rotational contribution.

5.1. DEM cluster translational contribution

The translational component of the center of mass can be written as

Mr̈cm = Mv̇cm = Ψ E XT . (5.1)

A trapezoidal time-stepping rule is used, whereby at some intermediate moment in time t ≤ t + φ∆t ≤ t + ∆t
(0 ≤ φ ≤ 1)

v̇cm(t + φ∆t) ≈
vcm(t + ∆t) − vcm(t)

∆t
(5.2)

=
1

M(t + φ∆t)
Ψ E XT (t + φ∆t) (5.3)

≈
1

M(t + φ∆t)

(
φΨ E XT (t + ∆t) + (1 − φ)Ψ E XT (t)

)
, (5.4)

where M(t + φ∆t) ≈ φM(t + ∆t) + (1 − φ)M(t), leading to

vcm(t + ∆t) = vcm(t) +
∆t

M(t + φ∆t)

(
φΨ E XT (t + ∆t) + (1 − φ)Ψ E XT (t)

)
. (5.5)

2 If the particles are sufficiently small, each particle’s own moment inertia (about its own center) is insignificant, leading to Īps =
∑Nc

i=1mi (∥ri −

rcm∥
2δps − x̂i p x̂is ).
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For the position, we have

ṙcm(t + φ∆t) ≈
rcm(t + ∆t) − rcm(t)

∆t
≈ vcm(t + φ∆t) ≈ (φvcm(t + ∆t) + (1 − φ)vcm(t)) , (5.6)

leading to

rcm(t + ∆t) = rcm(t) + ∆t (φvcm(t + ∆t) + (1 − φ)vcm(t)) . (5.7)

5.2. Rotational dynamics

The quadcopter’s angular velocity and rotation are determined in a similar manner by integrating the equations for
an angular momentum balance

Ḣcm =
d(I · ω)

dt
= ME XT

cm , (5.8)

where I is the mass moment of the quadcopter, ω is the angular velocity and ME XT
cm is the sum of all moment

contributions external to the quadcopter, around its center of mass. We remark that there are essentially two possible
approaches to compute the rotational dynamics; either (1) an inertially-fixed frame or (2) a body-fixed frame. For the
discrete element approach, it is advantageous to use a inertially-fixed frame.3 The procedure is, within a time step, to
decompose an increment of motion into a rigid body translation and rotation about the center of mass. The rotation is
determined by solving for the angular velocity and the subsequent incremental rotation of the body around the axis of
rotation, which is aligned with the angular velocity vector direction. This leads to a coupled set of nonlinear equations
which are solved iteratively.

In a fixed frame of reference the angular momentum can be written as

Ḣcm =
d(I · ω)

dt
= ME XT

cm . (5.9)

I is implicitly dependent on ω(t), leading to a coupled system of nonlinear ODE’s. These will be solved iteratively.
Eq. (5.9) is discretized by a trapezoidal scheme

d(I · ω)
dt

|t+φ∆t =
(I · ω)|t+∆t − (I · ω)|t

∆t
(5.10)

thus leading to

(I · ω)|t+∆t = (I · ω)|t + ∆tME XT
cm (t + φ∆t). (5.11)

Solving for ω(t + ∆t) yields

ω(t + ∆t) =

(
I(t + ∆t)

)−1
·

(
(I · ω)|t + ∆tME XT

cm (t + φ∆t)
)

, (5.12)

where

ME XT
cm (t + φ∆t) ≈ φME XT

cm (t + ∆t) + (1 − φ)ME XT
cm (t) (5.13)

which yields an implicit nonlinear equation, of the form ω(t + ∆t) = F(ω(t + ∆t)), since I(t + ∆t), due to the
body’s rotation. An iterative, implicit, solution scheme may be written as follows for K = 1, 2...

ωK+1(t + ∆t) =

(
IK

(t + ∆t)
)−1

·

(
(I · ω)|t + ∆tME XT,K

cm (t + φ∆t)
)

, (5.14)

3 For a body-fixed formulation, see Powell and Zohdi [1].



510 T.I. Zohdi / Comput. Methods Appl. Mech. Engrg. 327 (2017) 503–521

where IK
(t + ∆t) can be re-computed from the previous formulas.4 After the update for ωK+1(t + ∆t) has been

computed (utilizing the IK
(t +∆t) from the previous iteration), the rotation of the body about the center of mass can

be determined.

5.3. Iterative superposition scheme-including loss of dislodged particles

The total velocity of any particle can be decomposed into the velocity of the center of mass of the entire object and
the rotation of the particle relative to the center of mass:

vi = vcm + (vi − vcm) = vcm + vcm→i = vcm + ω × (rcm − ri ) = vcm + ω × rcm→i . (5.15)

Explicitly, the overall motion for the bonded particles is computed by ri = rcm + ω × (ri − rcm), sequentially by
computing:

• C1 = φvcm(t + ∆t) + (1 − φ)vcm(t),
• C2 = φω(t + ∆t) + (1 − φ)ω(t),
• C3 = φrcm(t + ∆t) + (1 − φ)rcm(t),
• C4 = φri (t + ∆t) + (1 − φ)ri (t) − C3,
• C5 = C2 × C4,
• ri (t + ∆t) = ri + ∆t(C1 + C5).

For particles that have broken off, one calculates

• vi (t + ∆t) = vi (t) +
∆t
mi

(pi (t + δt) − mi g),
• ri (t + ∆t) = ri (t) + ∆tφvi (t + ∆t) + (1 − φ)vi (t) ,

where pi is the impulse on the loose particle that was bonded to the rigid body. We assume that a portion of the impulse
that hits the rigid body is absorbed by the body, and if the particle is dislodged a portion acts on the loose particle. The
criteria used is a rather simple one. One simply checks the magnitude of impulse that the particle experiences, and
if the magnitude exceeds a threshold, the particle is deemed “dislodged” and moves according to its own dynamics.
This is a complex fragmentation process that is beyond the scope of this paper. We refer the reader to Zohdi [2–7] for
details. This entire system is solved recursively within each time step, thus forming a fixed point iteration of the form:

rK+1
i (t + ∆t) = G(rK

i (t + ∆t)) + R. (5.16)

The convergence of such a scheme scales with the time-step size. For sufficiently small sizes, the scheme converges
quite quickly and is second-order accurate.

Remark. Adaptive time-stepping schemes are also possible (see Appendix B).

5.4. Algorithmic procedure

The overall procedure is as follows, at time t :

1. Generate the quadcopter body by inserting particles within the envelope/grid interaction (Fig. 3):

|x1 − x1o|
p1

R1
+

|x2 − x2o|
p1

R2
+

|x3 − x3o|
p3

R3
≤ 1. (5.17)

Also place extra masses in the locations for the motors.
2. Set initial conditions, if t = 0.
3. Compute the thrust of the motors (orthogonal to the quadcopter body).
4. Compute the new position of the center of mass.

4 One may view the overall process as a fixed-point calculation of the form ωK+1(t + ∆t) = F (ωK (t + ∆t)).
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5. Compute (iteratively) the positions of the particles in the body rK
i (t + ∆t), K = 1, 2, . . . .:

∥rK+1
i (t + ∆t) − rK

i (t + ∆t)∥ ≤ T O L∥rK+1
i (t + ∆t)∥. (5.18)

This requires computation of the position of the center of mass, the rotation of the body, and the calculation of
the positions of the particles within the iterations:

(a) Compute/update: vK+1
cm (t + ∆t) = vcm(t) +

∆t
M(t+φ∆t)

(
φΨ K+1,E XT (t + ∆t) + (1 − φ)Ψ E XT (t)

)
.

(b) Compute/update: rK+1
cm (t + ∆t) = rcm(t) + ∆t (φvcm(t + ∆t) + (1 − φ)vcm(t)).

(c) Compute/update: ME XT
cm (t + φ∆t) ≈ φME XT

cm (t + ∆t) + (1 − φ)ME XT
cm (t),

(d) Compute/update: ωK+1(t + ∆t) =

(
IK

(t + ∆t)
)−1

·

(
(I · ω)|t + ∆tME XT,K

cm (t + φ∆t)
)

,
(e) Compute/update: vi = vcm + ω × rcm→i

(f) Compute/update: ri (t + ∆t) = ri + ∆t(C1 + C5),
(g) Repeat steps (a)-(f) until Eq. (5.18) is satisfied.

6. After convergence within a time step, for particles that have broken off, calculate
(a) vi (t + ∆t) = vi (t) +

∆t
mi

(pi (t + δt) − mi g),
(b) ri (t + ∆t) = ri (t) + ∆tφvi (t + ∆t) + (1 − φ)vi (t).

7. Increment time forward and repeat the procedure.

Remark. The contact mechanics of dislodged particles with other dislodged material, the remainder of the UAV
hull, etc., is outside the scope of the present work. Temporally-adaptive iterative methods maybe needed for more
complex particle interaction. We refer the reader to methods found in Zohdi [2–7] that address general systems of this
type.

6. Numerical examples

The following simulation parameters were chosen:

• Generation grid for DEM = 100 ×100 ×100, yielding 3751 intersecting sites and hence 3751 particles,
• Total time duration = T = 4 s,
• Time step size = ∆t = 0.00005 s,
• Starting position of center of mass, rcm(t = 0) = 0 (horizontal, Fig. 4),
• Time stepping parameter φ = 0.5 (midpoint rule),
• UAV shape exponents (p1, p2, p3) = (0.2, 0.2, 0.2) (Fig. 4),
• Size of UAV: (R1, R2, R3) = (0.25, 0.25, 0.05),
• Mass of the UAV chassis = M = 1 kg,
• Starting angular velocity = ω(t = 0) = 0 rad/s,
• Motor masses: Mm = 0.25 kg each,
• Thrust force per motor = 4.55 N (this allows for perfect hovering (propellor thrust balancing gravity) if there

is no external impulse),
• Density of the chassis material = ρ = 1000 kg/m3,
• Motor and propellor radii = 0.025 m,
• Impulse force from each shotgun particle = (0, −100, 100) × (1 + a × δ), a = 0.25, −1 ≤ δ ≤ 1,
• Number of shotgun blasts = 4 (one every seconds),
• Number of impulses hitting the chassis=100,
• Number of impulses hitting the motors = 5,
• Threshold for dislodging of a particle = 10 N and
• Threshold for dislodging of a motor = 10 N.

If dislodged, 50% of the force is absorbed by the chassis and 50% is absorbed by the particle or motor. If not
dislodged, 100% is absorbed by the chassis.
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Fig. 6. A hovering UAV in balance between gravity and the propellor thrusts.

6.1. Hovering UAV hit with an impulse

As a first example, we consider an initially hovering (Fig. 6) UAV, with the thrust from the propellors always acting
perpendicular to the UAV, being hit repeatedly with a set of random location and random magnitude impulses at a 45
degree angle. In this first example, we do not allow the UAV to break apart. The repeated impulses are strong enough
to overturn the UAV, and to destabilize it, as seen in Fig. 7.

6.2. Hovering UAV hit with an impulse and breakup generated debris field

As a second example, we allow the initially hovering (Fig. 6) UAV to break apart, while being hit repeatedly with a
set of random location and random magnitude impulses at a 45 degree angle. The repeated impulses are strong enough
to break off pieces (particles) as seen in Fig. 8. In Fig. 9, notice that due to the spiraling of the UAV, the debris gets
“flung” in different directions, due to being dislodged and released with a combination of the impulse force and the
last velocity when attached to the UAV.

7. Extensions and concluding remarks

The following issues represent areas for extending this work:

1. UAV motor control: One issue that was not taken into account was adaptive control response of the motors
by the UAV operator. For example, Mueller and D’Andrea [8,9], Hehn et al. [10], Houska et al. [11] have
investigated the dynamics and control of UAVs, including the ability of a quadcopter to maintain flight despite
the complete failure of propellor.

2. UAV-fragment interaction: Once a DEM cluster of bonded particles breaks up, the calculation of the
interaction of the fragments, with a full contact analysis, is a logical extension of the analysis presented in
this work. A relatively straightforward DNS-type formulation of the dynamics of a multi-particulate system, is
to track the motion of i = 1, 2...N particles,

mi r̈i = ψ tot
i (r1, r2, . . . , rNp ), (7.1)

where ri is the position vector of the i th particle, ψ tot
i represents all forces acting on particle i The

simulation of such flowing particulate systems has been extensively investigated for the last decade by Zohdi
[2–7,12–14], employing numerical schemes based on high-performance iterative solvers, sorting–binning for
fast inter-particle calculations, Verlet lists, domain decomposition, parallel processing and temporally-adaptive
methods, described further in Appendix B. These types of formulations can easily describe the interaction of
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Fig. 7. Starting top left to bottom right: sequence of frames after an initial lateral distribution of pulses. The UAV starts to go into an uncontrollable
spin. Breaking of the UAV is suppressed in this example.
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Fig. 8. Starting top left to bottom right: sequence of frames after an initial lateral distribution of pulses. The debris is dislodged and ejected and the
UAV starts to go into an uncontrollable spin and breakup, much more quickly than in the first example with no breakup.
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Fig. 9. Zoom on the last frame showing the dislodged debris. Due to the spiraling of the UAV, the debris gets “flung” in different directions, due to
being dislodged and released with a combination of the impulse force and the last velocity when attached to the UAV.

multiple fragments from breakup/disintegration and shot-gun blast impact where the application of continuum
approaches would be virtually impossible. The dynamics of fragments of clusters that evolve and interact with
the quadcopter and other fragments is complex. Studies on cluster-to-cluster interaction can be found in Zohdi
[2–7]. There is an extremely close area to this field, namely the study of “granular” or “particulate” media, for
example see Duran [15], Pöschel and Schwager [16], Onate et al. [17,18], Rojek et al. [19], Carbonell et al.
[20], Labra and Onate [21] and Zohdi [7].

3. Composite materials and stress analysis: The use of lightweight composite materials, such as ballistic
fabric to enhance UAV resiliency leads to spatially heterogeneous criteria for spall and fragmentation. UAVs
are typically constructed from lightweight composite materials and thermoplastics. In very high-end and
military cases, ballistic fabric shielding is included (critical military and commercial structural components).5

Furthermore, many of these UAVs are 3D printed with particle-functionalized/reinforced materials used in
Additive Manufacturing. Specifically, heated filament based materials which are comprised of thermoplastics.
Second-phase particles are added to the heated mixture which solidify (cure) to form the overall material
properties comprised of particles in a binding matrix when deposited on a fabric substrate. The particles are used
to “tune” the binding matrix properties to the desired overall material state. This makes the spall characteristics
much more difficult, but presents itself as a next step in a more rigorous analysis. This will require a more
detailed discretization of the propellors and motors.

4. Multiple UAVs-swarms: The scenario of a single UAV being shot down is quite complicated, and is further
complicated by proposals of swarms of UAV’s. The general topic of swarms has received considerable attention
in the last few years, primarily because of the huge increase in the availability of small-scale Unmanned
Airborne Vehicles (UAVs). Generally speaking, the term swarm is usually meant identify a collection of
mobile interacting objects (agents) that can be programmed for a collective goal. This entails the dynamics
of interacting UAVs, in addition to complex aerodynamics involving solid–fluid interaction. Small UAVs, such

5 In aircraft applications, ballistic fabric shielding is universally employed to enhance the aircraft’s protection from debris. The reader is referred
to Tabiei and Nilakantan [22] for an exhaustive and comprehensive overview of all aspects of ballistic fabric.
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a quadcopters, are usually battery powered. Thus, they have limited range and their paths must be planned
carefully to conserve power. It has been proposed to used multiple UAV’s working in tandem to map locations
of interest. In this regard, multiple UAV agent-based “swarm” paradigms have been proposed. For example,
Zohdi [12,13] has developed agent-based models for a team of swarm members to maximize mapped locations
with various optimality constraints, such as minimum flight time or minimum energy usage. Simplified swarm
modeling, as a set of interacting point masses dates back, at least, to Breder (1952) [23]. The usual approach
to modeling such systems is to use a combination of short-range and long-range interaction forces (Gazi and
Passino [24], Bender and Fenton [25], Kennedy and Eberhart [26] and Zohdi [12,13]). Early approaches that
rely on decentralized organization can be found in Beni [27], Brooks [28], Dudek et al. [29], Cao et al. [30] and
Liu and Passino [31]. However, there are alternative rule-driven swarms where the interaction is not governed
by forces, but by proximal instructions such as: (a) if a fellow swarm agent gets close to me, attempt to retreat
as far as possible, (b) follow the leader, (c) stay in clusters, etc. For example, ant colonies (Bonabeau et al.,
[32]) exhibit foraging-type behavior, in addition to the trail-laying-trail-following mechanism for finding food
sources, where they deposit a chemical substance, called pheromone, which decays over time. The fellow swarm
agents detect paths with a high pheromone concentration (where the food source is highly concentrated) and
follow them (Kennedy and Eberhart [26] and Bonabeau et al. [32], Dorigo et al., [33], Bonabeau et al. [32],
Bonabeau et al. [34] and Fiorelli et al. [35]). For certain swarms, the “visual field” of the individual agents may
play a significant role, while in others, this is a non-issue, for example if the agents are robots or UAVs where
the communication is electronic. Still, in some systems, agents interact with a specific set of swarm agents,
regardless of whether they are far away (Feder [36]). For example, based on a number of careful observations,
Starlings (Sturnus vulgaris), Ballerini et al. [37] conclude, that such birds communicate with a certain number
of birds surrounding it, regardless of the distance away, attributing this to a perceptual limit in of the number of
objects that they can track (the sixth or seventh nearest neighbor). These issues are currently under investigation
by the author.
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Appendix A. Temporal discretization

Each particle’s equation of motion is given by

mv̇ = Ψ , (A.1)

where Ψ is the force provided from interactions with other particles the external environment. Expanding the velocity
in a Taylor series about t + φ∆t we obtain (0 ≤ φ ≤ 1)

v(t + ∆t) = v(t + φ∆t) +
dv
dt

|t+φ∆t (1 − φ)∆t +
1
2

d2v
dt2 |t+φ∆t (1 − φ)2(∆t)2

+ O(∆t)3 (A.2)

and

v(t) = v(t + φ∆t) −
dv
dt

|t+φ∆tφ∆t +
1
2

d2v
dt2 |t+φ∆tφ

2(∆t)2
+ O(∆t)3. (A.3)

Subtracting the two expressions yields
dv
dt

|t+φ∆t =
v(t + ∆t) − v(t)

∆t
+ Ô(∆t), (A.4)

where Ô(∆t) = O(∆t)2 when φ =
1
2 . Inserting this into the equation of motion yields

v(t + ∆t) = v(t) +
∆t
m

Ψ (t + φ∆t) + Ô(∆t)2. (A.5)

Note that adding a weighted sum of Eqs. (A.2) and (A.3) yields

v(t + φ∆t) = φv(t + ∆t) + (1 − φ)v(t) + O(∆t)2, (A.6)
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which will be useful shortly. Now expanding the position of the center of mass in a Taylor series about t + φ∆t we
obtain

r(t + ∆t) = r(t + φ∆t) +
dr
dt

|t+φ∆t (1 − φ)∆t +
1
2

d2r
dt2 |t+φ∆t (1 − φ)2(∆t)2

+ O(∆t)3 (A.7)

and

r(t) = r(t + φ∆t) −
dr
dt

|t+φ∆tφ∆t +
1
2

d2r
dt2 |t+φ∆tφ

2(∆t)2
+ O(∆t)3. (A.8)

Subtracting the two expressions yields

r(t + ∆t) − r(t)
∆t

= v(t + φ∆t) + Ô(∆t). (A.9)

Inserting Eq. (A.6) yields

r(t + ∆t) = r(t) + (φv(t + ∆t) + (1 − φ)v(t))∆t + Ô(∆t)2 (A.10)

and thus using Eq. (A.5) yields

r(t + ∆t) = r(t) + v(t)∆t +
φ(∆t)2

m
Ψ (t + φ∆t) + Ô(∆t)2. (A.11)

The term Ψ (t + φ∆t) can be approximated by

Ψ (t + φ∆t) ≈ φΨ (r(t + ∆t)) + (1 − φ)Ψ (r(t)), (A.12)

yielding

r(t + ∆t) = r(t) + v(t)∆t +
φ(∆t)2

m
(φΨ (r(t + ∆t)) + (1 − φ)Ψ (r(t))) + Ô(∆t)2. (A.13)

We note that

• When φ = 1, then this is the (implicit) Backward Euler scheme, which is very stable (very dissipative) and
O(∆t)2 locally in time,

• When φ = 0, then this is the (explicit) Forward Euler scheme, which is conditionally stable and O(∆t)2 locally
in time,

• When φ = 0.5, then this is the (implicit) “Midpoint” scheme, which is stable and Ô(∆t)2
= O(∆t)3 locally in

time.

Appendix B. Temporally adaptive iterative schemes

For illustration purposes, after time discretization of the acceleration term in the equations of motion mr̈ = Ψ
using a φ-method

rL+1
= rL

+ vL∆t +
φ(∆t)2

m

(
φΨ (rL+1) + (1 − φ)Ψ (rL )

)
, (B.1)

one arrives at the following abstract form, for the entire system of particles,

A(rL+1) = F . (B.2)

It is convenient to write

A(rL+1) − F = G(rL+1) − rL+1
+ R = 0, (B.3)

where R is a remainder term that does not depend on the solution, i.e. R ̸= R(rL+1). A straightforward iterative
scheme can be written as

rL+1,K
= G(rL+1,K−1) + R, (B.4)
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where K = 1, 2, 3, . . . is the index of iteration within time step L +1. The convergence of such a scheme is dependent
on the behavior of G. Namely, a sufficient condition for convergence is that G is a contraction mapping for all rL+1,K ,
K = 1, 2, 3... In order to investigate this further, we define the iteration error as εL+1,K def

= rL+1,K
− rL+1. A necessary

restriction for convergence is iterative self consistency, i.e. the “exact” (discretized) solution must be represented by
the scheme

G(rL+1) + R = rL+1. (B.5)

Enforcing this restriction, a sufficient condition for convergence is the existence of a contraction mapping

εL+1,K
= ∥rL+1,K

− rL+1
∥ = ∥G(rL+1,K−1) − G(rL+1)∥ (B.6)

≤ ηL+1,K
∥rL+1,K−1

− rL+1
∥, (B.7)

where, if 0 ≤ ηL+1,K < 1 for each iteration K , then εL+1,K
→ 0 for any arbitrary starting value rL+1,K=0, as K → ∞.

This type of contraction condition is sufficient, but not necessary, for convergence. Inserting this into mr̈ = Ψ (r) leads
to

rL+1,K
= rL

+ vL∆t +
φ(∆t)2

m

(
(1 − φ)Ψ (rL )

)
  

R

+
φ(∆t)2

m

(
φΨ (rL+1,K−1)

)
  

G(rL+1,K−1)

, (B.8)

whose convergence is restricted by η ∝
(φ∆t)2

m . Therefore, we see that the contraction constant of G is (1) directly
dependent on the strength of the interaction forces, (2) inversely proportional to m and (3) directly proportional to
φ∆t . Therefore, if convergence is slow within a time step, the time step size, which is adjustable, can be reduced by an
appropriate amount to increase the rate of convergence. Thus, decreasing the time step size improves the convergence,
however, we want to simultaneously maximize the time-step sizes to decrease overall computing time, while still
meeting an error tolerance on the numerical solution’s accuracy. In order to achieve this goal, we follow an approach
found in Zohdi [2–7,12–14] originally developed for continuum thermo-chemical multifield problems in which (1)
one approximates

ηL+1,K
≈ S(∆t)p (B.9)

(S is a constant) and (2) one assumes that the error within an iteration to behave according to

(S(∆t)p)K εL+1,0
= εL+1,K , (B.10)

K = 1, 2, . . ., where εL+1,0 is the initial norm of the iterative error and S is intrinsic to the system.6 Our goal is to
meet an error tolerance in exactly a preset number of iterations. To this end, one writes

(S(∆ttol)p)Kd εL+1,0
= T O L , (B.11)

where T O L is a tolerance and where Kd is the number of desired iterations.7 If the error tolerance is not met in
the desired number of iterations, the contraction constant ηL+1,K is too large. Accordingly, one can solve for a new
smaller step size, under the assumption that S is constant,

∆ttol = ∆t

⎛⎝ ( T O L
εL+1,0 )

1
pKd

( εL+1,K

εL+1,0 )
1

pK

⎞⎠ . (B.12)

The assumption that S is constant is not critical, since the time steps are to be recursively refined and unrefined
throughout the simulation. Clearly, the expression in Eq. (B.12) can also be used for time step enlargement, if

6 For the class of problems under consideration, due to the quadratic dependency on ∆t , p ≈ 2.
7 Typically, Kd is chosen to be between five to ten iterations.
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convergence is met in less than Kd iterations.8 An implementation of the procedure is as follows:

(1) GLOBAL FIXED − POINT ITERATION : (SET i = 1 AND K = 0) :

(2) IF i > Np THEN GO TO (4)
(3) IF i ≤ Np THEN :

(a) COMPUTE POSITION :rL+1,K
i

(b) GO TO (2) FOR NEXT PARTICLE (i = i + 1)
(4) ERROR MEASURE :

(a)εK
def
=

∑Np
i=1 ∥rL+1,K

i − rL+1,K−1
i ∥∑Np

i=1 ∥rL+1,K
i − rL

i ∥

(normalized)

(b)Z K
def
=

εK

T O Lr

(c)ΦK
def
=

⎛⎝ ( T O L
ε0

)
1

pKd

( εK
ε0

)
1

pK

⎞⎠
(5)IF TOLERANCE MET (Z K ≤ 1) AND K < Kd THEN :

(a) INCREMENT TIME : t = t + ∆t
(b) CONSTRUCT NEW TIME STEP :∆t = ΦK∆t,
(c) SELECT MINIMUM :∆t = M I N (∆t lim,∆t) AND GO TO (1)

(6)IF TOLERANCE NOT MET (Z K > 1) AND K = Kd THEN :

(a) CONSTRUCT NEW TIME STEP :∆t = ΦK∆t
(b) RESTART AT TIME = t AND GO TO (1)

(B.13)

Generally speaking, the iterative error, which is a function of the time step size, is temporally variable and can become
stronger, weaker, or possibly oscillatory, is extremely difficult to ascertain a-priori as a function of the time step
size. Therefore, to circumvent this problem, the adaptive strategy presented in this section was developed to provide
accurate solutions by iteratively adjusting the time steps. Specifically, a sufficient condition for the convergence of
the presented fixed-point scheme was that the spectral radius or contraction constant of the coupled operator, which
depends on the time step size, must be less than unity. This observation was used to adaptively maximize the time
step sizes, while simultaneously controlling the coupled operator’s spectral radius, in order to deliver solutions below
an error tolerance within a prespecified number of desired iterations. This recursive staggering error control can allow
for substantial reduction of computational effort by the adaptive use of large time steps. Furthermore, such a recursive
process has a reduced sensitivity, relative to an explicit staggering approach, to the order in which the individual
equations are solved, since it is self-correcting.

Remark. With regard to the solution process, a recursive iterative scheme of the Jacobi-type, where the updates are
made only after one complete system iteration, was illustrated in the derivations only for algebraic simplicity. The
Jacobi method is easier to address theoretically, while the Gauss–Seidel type method, which involves immediately
using the most current values, when they become available, is usually used at the implementation level. As is well-
known, under relatively general conditions, if the Jacobi method converges, the Gauss–Seidel method converges at
a faster rate, while if the Jacobi method diverges, the Gauss–Seidel method diverges at a faster rate (for example,
see Ames [38] or Axelsson [39]). It is important to realize that the Jacobi method is perfectly parallelizable. In other
words, the calculation for each particle are uncoupled, with the updates only coming afterward. Gauss–Seidel, since
it requires the most current updates, couples the particle calculations immediately. However, these methods can be
combined to create hybrid approaches, whereby the entire particulate flow is partitioned into groups and within each
group a Gauss–Seidel method is applied. In other words, for a group, the positions of any particles from outside are

8 Time-step size adaptivity is important, since the system’s dynamics can dramatically change over the course of time, possibly requiring quite
different time step sizes to control the iterative error. However, to maintain the accuracy of the time-stepping scheme, one must respect an upper
bound dictated by the discretization error, i.e., ∆t ≤ ∆t lim .
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initially frozen, as far as calculations involving members of the group are concerned. After each isolated group’s
solution (particle positions) has converged, computed in parallel, then all positions are updated, i.e. the most current
positions become available to all members of the swarm, and the isolated group calculations are repeated. Classical
solution methods require O(N 3) operations, whereas iterative schemes, such as the one presented, typically require
order N q , where 1 ≤ q ≤ 2. For details see Axelsson [39]. Also, such solvers are highly advantageous since solutions
to previous time steps can be used as the first guess to accelerate the solution procedure.
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