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Abstract—The primary objective of this work is to develop a computational framework that efficiently simulates the time-transient proliferation of cellular tissue, with heterogeneous microstructure, utilizing two strongly-coupled conservation laws:

- **Conservation Law 1**: comprises (a) rate of change of cells, (b) cellular migration, (c) cellular proliferation controlled by a cell mitosis regulating chemical, (d) cell apoptosis and
- **Conservation Law 2**: comprises (a) rate of change of the cell mitosis chemical regulator, (b) regulator diffusion, (c) regulator production by cells and (d) regulator decay.

Specifically, a straightforward approach is developed that researchers in the field can easily implement and use as a computationally-efficient tool to study such biological systems. Because multifield coupling is present, a recursive, staggered, temporally-adaptive, Finite Difference Time Domain scheme is developed to resolve the interacting fields. The time-step adaptation allows the numerical scheme to iteratively resolve the changing physical fields by reducing the time-steps during phases of the process when the system is undergoing changes on relatively small time-scales or enlarging the time-steps when the processes are relatively slow. The spatial discretization grids are uniform and dense, and the heterogeneous microstructure, is embedded into the spatial discretization. The regular grid allows one to generate a matrix-free iterative formulation which is amenable to rapid computation and minimal memory requirements, making it ideal for laptop computation. Numerical examples are provided to illustrate the approach.
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INTRODUCTION

This work is primarily interested in developing a computational framework to enable relatively fast and efficient computation of strongly coupled fields associated with cellular tissue proliferation and regulation. The overall system is broken into two main subsystems, based on two conservation laws:

- **Conservation Law 1**: comprises (a) rate of change of cells, (b) cellular migration, (c) cellular proliferation controlled by a cell mitosis regulating chemical, (d) cell apoptosis and
- **Conservation Law 2**: comprises (a) rate of change of the cell mitosis chemical regulator, (b) regulator diffusion, (c) regulator production by cells and (d) regulator decay.

Throughout the construction of the model, we consider infinitesimal deformations, \( \gamma = \frac{\partial X}{\partial t} \). In other words, the domain does not change its shape or geometry with changes in concentration. The “cell” balance \( c \) per unit volume and a cell mitosis regulating chemical \( s \) denoted by the normalized concentration of \( c \) cells, in an arbitrary subvolume of material contained within \( \Omega \), denoted \( \omega \), consists of a concentration (storage) term \( c \), an inward normal migration flux term, \(-\mathbf{m} \cdot \mathbf{n}\), a proliferation term, \( r(s) \) and a cell apoptosis term, \( \tau(c) \), leading to

\[
\frac{d}{dt} \int_{\omega} c \, d\omega = \frac{\partial}{\partial t} \int_{\omega} c \, d\omega \\
= - \int_{\partial \omega} \mathbf{m}(c) \cdot \mathbf{n} \, d\sigma + \int_{\omega} r(s) \, d\omega - \int_{\omega} \tau(c) \, d\omega.
\]

(1)
and simultaneously the balance of a cell mitosis regulating chemical (s)
\[
\frac{d}{dt} \int_{V_0} s \, d\omega = \frac{\partial}{\partial t} \int_{V_0} s \, d\omega
\]
\[
= - \int_{\partial V_0} f(s) \cdot n \, da + \int_{V_0} p(c) \, d\omega - \int_{V_0} \gamma(s) \, d\omega,
\]
where \( s \) is the cell mitosis regulator concentration, \(-f \cdot n\) is an inward normal migration flux term, \( p(c) \) is a production term and \( \gamma(s) \) is a regulator loss term. After using the divergence theorem on the flux terms, since the volume \( \omega \) is arbitrary, one obtains a diffusion-reaction model in strong form (assuming a Fickian-type law, \( m = -\mathbf{D} \cdot \nabla c \) and \( f = -\mathbf{K} \cdot \nabla s \))
\[
\frac{\partial c}{\partial t} = \nabla \cdot \mathbf{D} \cdot \nabla c + r(s) - \tau(c)
\]
and simultaneously the balance of a mitosis regulating chemical (s)
\[
\frac{\partial s}{\partial t} = \nabla \cdot \mathbf{K} \cdot \nabla s + p(c) - \gamma(s).
\]

There is a large body of literature on the construction of the functions \( r(s), \tau(c), p(c) \) and \( \gamma(s) \) for specific types of problems, such as wound healing. See Murray \cite{Murray2010} for an extensive review, with early experimental studies dating back at least to Lindquist \cite{Lindquist1900} Van den Brenk, \cite{Brenk1999} Crosson et al., \cite{Crosson1998} Zieske et al., \cite{Zieske1991} Franz et al. \cite{Franz1989} and Sherratt and Murray. \cite{Sherratt1998} Such a coupled system can represent a variety of biological systems, such as growth in biological scaffolding, proliferation of damaged cellular tissue, etc. The modeling of this process has a close similarity to multicomponent diffusion-reaction industrial processes, and we refer the reader to Zohdi. \cite{Zohdi2000}

The objective is to utilize the coupled governing equations (Eqs. (3), (4)) to model the time-transient response of biological material systems, where the media may have complex heterogeneous microstructure. Accordingly, a computational framework that efficiently resolves the strongly coupled time-transient cell and regulator fields that arise is developed. A recursive, staggered, temporally-adaptive, FDTD (Finite Difference Time Domain) scheme is developed that allows the numerical scheme to iteratively resolve the changing physical fields by reducing the time-steps during phases of the process when the system is undergoing changes on relatively small time-scales or to enlarge the time-steps when the processes are relatively slow. The complex heterogeneous microstructure is embedded into a dense regular spatial grid. The regular grid allows one to generate a matrix-free iterative formulation which is amenable to rapid computation and minimal memory requirements, making it ideal for laptop computation. Numerical examples are provided to illustrate the approach.

**Remark** Although the approach taken in this work is to directly discretize the system, we remark that there are a number of methods to estimate the overall effective (macroscopic) properties of materials consisting of a matrix, containing a distribution of inhomogeneities, pores or cracks. The literature on this topic is quite extensive, dating back to the early works of Maxwell, \cite{Maxwell1873}, and Lord Rayleigh. \cite{Rayleigh1879} For a wide-ranging overview of random heterogeneous media, see Torquato, \cite{Torquato2002} for more mathematical homogenization aspects, see Jikov et al., \cite{Jikov1994} for solid-mechanics issues, see Hashin, \cite{Hashin1963} Markov, \cite{Markov1963} Mura, \cite{Mura1970} Nemat-Nasser and Hori, \cite{Nemat-Nasser1986} Huet, \cite{Huet1994} for analyses of defect-laden, porous and cracked media, see Kachanov, \cite{Kachanov1983} Kachanov, Tsukrov and Shafiro, \cite{Kachanov1985} Kachanov and Sevostianov, \cite{Kachanov1986} Sevostianov, Gorbatikh and Kachanov, \cite{Sevostianov1990} Sevostianov and Kachanov \cite{Sevostianov1992} and for computational aspects, see Zohdi and Wriggers. \cite{Zohdi2000}

### NUMERICAL SIMULATION OF THE COUPLED SYSTEM

The present section develops a flexible and robust solution strategy to resolve the coupled system. There are two main components to the computational approach:

- Spatio-temporal discretization of the diffusive continuum model,
- Iterative staggering to solve the coupled system, whereby the time-steps are adaptively adjusted to control the error associated with the incomplete resolution of the concentration fields.

#### Discretization of the c- and s-Fields

The concentration field will require spatial discretization with some type of mesh, for example using a finite difference, finite volume or finite element method. **Temporal Approximation**

For the concentration field, we write
\[
\frac{\partial c}{\partial t} = \nabla \cdot \mathbf{D} \cdot \nabla c + r(s) - \tau(c) \overset{\text{def}}{=} L.
\]

We discretize for time \( t = t + \phi \Delta t \), and using a trapezoidal “\( \phi \) scheme” \( (0 \leq \phi \leq 1) \)
\[ c(t + \Delta t) \approx c(t) + \Delta t(\phi L(t + \Delta t) + (1 - \phi)L(t)). \]  
(6)

Similarly for \( s \),
\[ \frac{\partial s}{\partial t} = \nabla \cdot \mathbf{K} \cdot \nabla s + p(c) - \gamma(s) = M. \]  
(7)

We discretize for time \( t + \phi \Delta t \), and using a trapezoidal “\( \phi \) - scheme” (\( 0 \leq \phi \leq 1 \))
\[ s(t + \Delta t) \approx s(t) + \Delta t(\phi M(t + \Delta t) + (1 - \phi)M(t)). \]  
(8)

**Spatial Discretization: Spatial Finite Difference finite difference Stencils**

The following standard approximations are used:

1. For the first derivative of a primal variable \( c \) at \((x_1, x_2, x_3)\):
\[ \frac{\partial c}{\partial x_1} \approx \frac{c(x_1 + \Delta x_1, x_2, x_3) - c(x_1 - \Delta x_1, x_2, x_3)}{2\Delta x_1} \]  
(9)

2. For the derivative of a flux at \((x_1, x_2, x_3)\):
\[ \frac{\partial}{\partial x_1} \left( \frac{\partial c}{\partial x_1} \right) \approx \frac{1}{\Delta x_1} \left[ \frac{\partial}{\partial x_1} \left( c(x_1 + \Delta x_1, x_2, x_3) \right) - \frac{\partial}{\partial x_1} \left( c(x_1 - \Delta x_1, x_2, x_3) \right) \right] \]
\[ - \frac{1}{\Delta x_1} \left[ \frac{\partial}{\partial x_1} \left( c(x_1 + \Delta x_1, x_2, x_3) \right) - \frac{\partial}{\partial x_1} \left( c(x_1 - \Delta x_1, x_2, x_3) \right) \right], \]  
(10)

where we have used
\[ \mathbf{D}(x_1 + \frac{\Delta x_1}{2}, x_2, x_3) \approx \frac{1}{2} \left( \mathbf{D}(x_1 + \Delta x_1, x_2, x_3) + \mathbf{D}(x_1, x_2, x_3) \right) \]  
(11)

and
\[ \mathbf{D}(x_1 - \frac{\Delta x_1}{2}, x_2, x_3) \approx \frac{1}{2} \left( \mathbf{D}(x_1 + \Delta x_1, x_2, x_3) + \mathbf{D}(x_1, x_2, x_3) \right) \]  
(12)

**Iterative (Implicit) Solution Method**

Implicit time-stepping methods, with time step size adaptivity, built on approaches found in Zohdi,\(^{48-51}\)
will be used throughout the upcoming analysis. In order to introduce basic concepts, we consider a first order vector-valued differential equation
\[ \ddot{U} = F(U), \]  
(13)

which, after being discretized using a trapezoidal “\( \phi \)-method” (\( 0 \leq \phi \leq 1 \))
\[ \mathbf{U}^{l+1} = \mathbf{U}^l + \Delta t(\phi \mathbf{F}(\mathbf{U}^{l+1}) + (1 - \phi)\mathbf{F}(\mathbf{U}^l)), \]  
(14)
yields the following abstract form
\[ \mathbf{A}(\mathbf{U}^{l+1}) = B. \]  
(15)

It is convenient to write
\[ \mathbf{A}(\mathbf{U}^{l+1}) - B = \mathbf{G}(\mathbf{U}^{l+1}) - \mathbf{U}^{l+1} + \mathbf{R} = 0, \]  
(16)
where \( \mathbf{R} \) is a remainder term that does not depend on the solution, i.e., \( \mathbf{R} \neq \mathbf{R}(\mathbf{U}^{l+1}) \). A straightforward iterative scheme iterative scheme can be written as
\[ \mathbf{U}^{l+1,K} = \mathbf{G}(\mathbf{U}^{l+1,K-1}) + \mathbf{R}, \]  
(17)
where \( K = 1, 2, 3, \ldots \) is the index of iteration within time step \( L + 1 \). The convergence of such a scheme is dependent on the behavior of \( \mathbf{G} \). Namely, a sufficient condition for convergence is that \( \mathbf{G} \) is a contraction mapping for all \( \mathbf{U}^{l+1,K}, \) \( K = 1, 2, 3, \ldots \) In order to investigate this further, we define the iteration error as
\[ \sigma^{l+1,K} \triangleq \mathbf{U}^{l+1,K} - \mathbf{U}^{l+1}. \]  
(18)

A necessary restriction for convergence is iterative self consistency, i.e., the “exact” (discretized) solution must be represented by the scheme
\[ \mathbf{G}(\mathbf{U}^{l+1}) + \mathbf{R} = \mathbf{U}^{l+1}. \]  
(19)

Enforcing this restriction, a sufficient condition for convergence is the existence of a contraction mapping
\[ \sigma^{l+1,K} = ||\mathbf{U}^{l+1,K} - \mathbf{U}^{l+1}|| = ||\mathbf{G}(\mathbf{U}^{l+1,K-1}) - \mathbf{G}(\mathbf{U}^{l+1})|| \leq \eta^{l+1,K}||\mathbf{U}^{l+1,K-1} - \mathbf{U}^{l+1}||, \]  
(20)

where, if \( 0 \leq \eta^{l+1,K} < 1 \) for each iteration \( K \), then \( \sigma^{l+1,K} \to 0 \) for any arbitrary starting value \( \mathbf{U}^{l+1,K=0} \), as \( K \to \infty \). This type of contraction condition is sufficient, but not necessary, for convergence. Inserting these approximations into \( \dot{U} = F(U) \) leads to
\[ \mathbf{U}^{l+1,K} \approx \mathbf{U}^{l+1,K-1} + \Delta t(\phi \mathbf{F}(\mathbf{U}^{l+1,K-1}) + \mathbf{R} \mathbf{F}(\mathbf{U}^l) + \mathbf{U}^l). \]  
(21)

whose contraction constant is scaled by \( \eta \propto \phi \Delta t \). Therefore, if convergence is slow within a time step, the
time step size, which is adjustable, can be reduced by an appropriate amount to increase the rate of convergence. Decreasing the time step size improves the convergence, however, we want to simultaneously maximize the time-step sizes to decrease overall computing time, while still meeting an error tolerance on the numerical solution’s accuracy. In order to achieve this goal, we follow an approach found in Zohdi (1998) originally developed for continuum thermo-chemical multiphase systems. Specifically, the solution steps are, within a given iteration and within the staggering process, either implicit coupling, one may choose implicit or explicit staggering, either implicit or explicit staggered or simultaneous solution methods that one can choose from. For example, for the overall field coupling, one may choose implicit or explicit staggering and within the staggering process, either implicit (0 < \phi < 1) or explicit time-stepping (\phi = 0), and, in the case of implicit time-stepping, iterative or direct solvers. Furthermore, one could employ internal iterations for each field equation, then update, more sophisticated metrics for certain components of the problem.

The assumption that \( S \) is constant is not critical, since the time steps are to be recursively refined and unrefined throughout the simulation. Clearly, the expression in Eq. (25) can also be used for time step enlargement, if convergence is met in less than \( N_d \) iterations. Specifically, the solution steps are, within a time-step:

1. (1): Start a global fixed iteration (set \( i = 1, ..., N_n \) (node counter) and \( K = 0 \) (iteration counter))
2. (2): If \( i > N_n \), then go to (4)
3. (3): If \( i \leq N_n \), then:
   (a) Compute the concentration \( c_i^{L+1,K} \)
   (b) Go to (2) for the next node (\( i = i + 1 \))

(22) \[ \eta^{L+1,K} \approx S(\Delta t)^p \]
(S is a constant) and secondly one assumes the error within an iteration to behave according to

(23) \[ (S(\Delta t))^p \sigma^{L+1,0} = \sigma^{L+1,K}, \]

where \( C_{tol} \) is a (coupling) tolerance and where \( K_d \) is the number of desired iterations. If the error tolerance is not met in the desired number of iterations, the contraction constant \( \eta^{L+1,K} \) is too large. Accordingly, one can solve for a new smaller step size, under the assumption that \( S \) is constant,

(24) \[ \Delta t_{tol} = \Delta t \left( \frac{C_{tol}}{(S(\Delta t))^p} \right)^{1/p}. \]

The assumption that \( S \) is constant is not critical, since the time steps are to be recursively refined and unrefined throughout the simulation. Clearly, the expression in Eq. (25) can also be used for time step enlargement, if convergence is met in less than \( K_d \) iterations. Specifically, the solution steps are, within a time-step:

1. (1): Start a global fixed iteration (set \( i = 1, ..., N_n \) (node counter) and \( K = 0 \) (iteration counter))
2. (2): If \( i > N_n \), then go to (4)
3. (3): If \( i \leq N_n \), then:
   (a) Compute the concentration \( c_i^{L+1,K} \)
   (b) Go to (2) for the next node (\( i = i + 1 \))

(25) \[ \eta^{L+1,K} \approx S(\Delta t)^p \]

(26) \[ (S(\Delta t))^p \sigma^{L+1,0} = \sigma^{L+1,K}, \]

where \( C_{tol} \) is a (coupling) tolerance and where \( K_d \) is the number of desired iterations. If the error tolerance is not met in the desired number of iterations, the contraction constant \( \eta^{L+1,K} \) is too large. Accordingly, one can solve for a new smaller step size, under the assumption that \( S \) is constant,

(27) \[ \Delta t_{tol} = \Delta t \left( \frac{C_{tol}}{(S(\Delta t))^p} \right)^{1/p}. \]

The assumption that \( S \) is constant is not critical, since the time steps are to be recursively refined and unrefined throughout the simulation. Clearly, the expression in Eq. (25) can also be used for time step enlargement, if convergence is met in less than \( K_d \) iterations. Specifically, the solution steps are, within a time-step:

1. (1): Start a global fixed iteration (set \( i = 1, ..., N_n \) (node counter) and \( K = 0 \) (iteration counter))
2. (2): If \( i > N_n \), then go to (4)
3. (3): If \( i \leq N_n \), then:
   (a) Compute the concentration \( c_i^{L+1,K} \)
   (b) Go to (2) for the next node (\( i = i + 1 \))

1. For the class of problems under consideration, due to the quadratic dependency on \( \Delta t \), \( p \approx 1 \).
2. Typically, \( K_d \) is chosen to be between five to ten iterations, although this is a problem and analyst dependent.
3. At the implementation level, since the exact solution is unknown, the following relative error term is used, \( \sigma^{L+1,K} \).
error, etc. For example, we utilized an error measure that used the concentrations at the nodes of the Finite Difference grid, but other metrics are certainly possible. For details see Zohdi."48–51

**Remark 1** Because the internal system solvers within the staggering scheme are also iterative and use the previously converged solution as their starting value to solve the system of equations, a field that is relatively insensitive at given stage of the simulation will converge in very few internal iterations (perhaps even one). Staggering schemes are widely used in the computational mechanics literature, dating back, at least, to Zienkiewicz45 and Zienkiewicz et al.46 For in depth overviews, see the works of Lewis and Schrefler (Lewis et al.26 and Lewis and Schrefler27) and a series of works by Schrefler and collaborators: Schrefler, Turska and Schrefler,42 Bianco et al.3 and Wang and Schrefler.44

**Remark 2** At the length-scales of interest, it is questionable whether the ideas of a sharp material interface are justified. Accordingly, we simulated the system with and without Laplacian smoothing, whereby one smooths the material data by post-processing the material data, node by node, to produce a smoother material representation, for example, for the cell diffusivity, \( \hat{D} \)

\[
\begin{align*}
\nabla^2 \hat{D} &= 0 \\
\hat{D}_{i,j,k} &= \frac{1}{6} \left( \hat{D}_{i+1,j,k} + \hat{D}_{i-1,j,k} + \hat{D}_{i,j+1,k} + \hat{D}_{i,j-1,k} + \hat{D}_{i,j,k+1} + \hat{D}_{i,j,k-1} \right).
\end{align*}
\]

(26)

The same was done for \( \hat{K} \) by enforcing \( \nabla^2 \hat{K} = 0 \). The simulations were run with and without data smoothing, with the results being negligibly different for sufficiently fine meshes (Fig. 1).

**NUMERICAL EXAMPLES**

As an example, we consider a cubical domain with an initial interior concentration of zero cells and zero regulator. We inject both cells and regulator at a given location at the top (Fig. 2). The injection site is elliptical and has controlled concentration of both cells and regulator over time. The boundary conditions for the cells and regulator were held to be zero, other than at the injection site. We considered two scenarios: (a) a benchmark domain where the medium is homogeneous and (b) a heterogeneous domain where the medium has a microstructure comprised of randomly distributed spheres (occupying approximately 25% volume fraction) in a homogeneous matrix. The following parameters were used (with standard metric units used throughout):

- size of the domain was \( 0.01 \times 0.01 \times 0.01 \text{ m} \),
- injection site, a controlled cell concentration \( c(t) = c_0 e^{at}, c_0 = 1, a = 0.01 \),
- injection site, a controlled regulator concentration \( s(t) = s_0 e^{at}, s_0 = 1, a = 0.01 \),
- injection site was \( 0.005 \times 0.00125 \text{ m} \) (elliptical cross-section) and \( 0.0025 \text{ m} \) deep,
- total simulation time was \( T = 20 \text{ s} \),
- cell proliferation term, \( r(s) = +p_s \), with a different \( r \) for each material phase,
- cell apoptosis term, \( \tau(c) = \gamma c \), with a different \( \tau \) for each material phase,
- regulator production term, \( p(c) = +p_c \), with a different \( p \) for each material phase,
- regulator loss term, \( \gamma(s) = -js \), with a different \( \gamma \) for each material phase,
- homogeneous case, \( \hat{r}_o = 20, \hat{r}_{1R} = \frac{\hat{r}_o}{10} = 0.02 \),
- homogeneous case, \( \hat{\tau}_o = 0.1, \hat{\tau}_{1R} = \frac{\hat{\tau}_o}{10} = 0.001 \),
- homogeneous case, \( \hat{p}_o = 0.001, \hat{p}_{1R} = \frac{\hat{p}_o}{10} = 0.0001 \),
- homogeneous case, \( \hat{\gamma}_o = 0.1, \hat{\gamma}_{1R} = \frac{\hat{\gamma}_o}{10} = 0.01 \),
- homogeneous case, \( \hat{D} = 0.1, D = 10^{-6} \),
- homogeneous case, \( \hat{K} = K_1, K = 10^{-7} \),
- heterogeneous case, \( \hat{r}_o = 20, \hat{r}_{1R} = \frac{\hat{r}_o}{10} = 2, \hat{r}_{2R} = \frac{\hat{r}_o}{20} = 1 \),
- heterogeneous case, \( \hat{\tau}_o = 0.1, \hat{\tau}_{1R} = \frac{\hat{\tau}_o}{10} = 0.01, \hat{\tau}_{2R} = \frac{\hat{\tau}_o}{20} = 0.005 \),
- heterogeneous case, \( \hat{p}_o = 0.001, \hat{p}_{1R} = \frac{\hat{p}_o}{10} = 0.0001, \hat{p}_{2R} = \frac{\hat{p}_o}{20} = 0.00005 \),
- heterogeneous case, \( \hat{\gamma}_o = 0.1, \hat{\gamma}_{1R} = \frac{\hat{\gamma}_o}{10} = 0.01, \hat{\gamma}_{2R} = \frac{\hat{\gamma}_o}{20} = 0.005 \).
heterogeneous case, $\gamma_0 = 0.1$, $\gamma_{1R} = \frac{z}{10} = 100$, $\gamma_{2R} = \frac{z}{10} = 1$,

- heterogeneous case, $D_1 = D_1 I$, $D_1 = 10^{-6}$ and $D_2 = D_2 I$, $D_2 = 10^{-7}$,

The time steps were initially started to be quite small in order to allow the system to evolve the time step size during the beginning of the simulation. A trapezoidal time stepping parameter of $\phi = 0.5$ was chosen. In this case, we started the time-step size at 0.001 s and allowed it to be enlarged up to 20 times that size, if the algorithm and error estimates warranted it (which was the case in the examples given). During the computations with the heterogeneous media, the spatial discretization meshes were repeatedly refined until the solutions did not exhibit any more sensitivity to further refinement of the grid-spacing. We started with meshes such as a $21 \times 21 \times 21$ mesh, arising from having a cubical mesh with 10 nodes from the centerline plane of symmetry and one node in the middle, and then repeatedly refined in the following sequential manner:

![FIGURE 2. The cells and regulator are injected at the location indicated. The boundary and initial conditions are zero for both fields (other than at the injection site).](image)

![FIGURE 3. Without microstructure: from left to right and top to bottom: (a) The average concentration of cells over time. (b) The average concentration of regulator over time. (c) The evolution of the time-step size over time.](image)
1. **Mesh # 1**: a $21 \times 21 \times 21$ mesh, which has 9261 degrees of freedom per field, for a total of 18,522 degrees of freedom,

2. **Mesh # 2**: a $41 \times 41 \times 41$ mesh, which has 68,921 degrees of freedom per field, for a total of 137,842 degrees of freedom,

3. **Mesh # 3**: a $61 \times 61 \times 61$ mesh which has 226,981 degrees of freedom per field, for a total of 453,962 degrees of freedom, etc.

Approximately between a 41-level and a 61-level mesh, the results stabilized, indicating that the results are essentially free of any appreciable numerical error. As
a type of initial benchmark problem, Case 1 illustrates
the solution in a homogeneous (benchmark) medium.
Figure 3 depicts (a) The average concentration of cells
over time and (b) The average concentration of
regulator over time. The solution exhibits a symmetry,
due to the uniform microstructure. Figure 4 shows
cross-sections of the concentration of cells domain
over time, while Fig. 5 illustrates cross-sections of the
concentration of regulator domain over time. Case 2
illustrated the solution in a heterogeneous medium (25
% volume fraction of randomly distributed spherical
inclusions), where the (lower-permeability) properties
were given previously in the itemized list. Figure 6 illustrates the morphology of the microstructure as resolved by the grid. Figure 7 depicts (a) The average concentration of cells over time, (b) The average concentration of regulator over time and (c) The evolution of the time-step size over time. Figure 8 shows cross-sections of the concentration of cells domain over time. Figure 9 illustrates cross-sections of the concentration of regulator domain over time. Clearly, the lower permeability microstructure impedes the process, relative to the uniform microstructure-free material, resulting in a much more complex evolution of both the cell and regulator concentrations. It is important to note that for the homogeneous case, the fields did achieve steady state values in the time period chosen. In order to make comparisons between the homogeneous and heterogeneous media cases, the heterogeneous media case was simulated for the same time duration as the homogeneous one. For the heterogeneous case, the $c$ and $s$ fields do not achieve steady state in the same time period as the homogeneous case. The computations are designed so that they take a few minutes on a standard laptop. The selected parameter choices were provided to illustrate the overall working on the model, and a wide variety of parameter choices are possible, depending on the application. This is discussed further next.

**DISCUSSION AND SUMMARY**

In summary, the purpose of this paper was to present a flexible computational modeling framework approach, which can be numerically implemented with minimal effort by researchers interested in the simulation of systems comprised of the growth of cells coupled to a cell mitosis regulator. In the examples provided, the time steps were set purposely small at the start to allow the system to determine the time step size. The spatial discretization grids were uniform and dense, and the heterogeneous microstructure, was embedded into spatial discretization. The regular grid allows one to generate a matrix-free iterative formulation which is amenable to rapid computation and minimal memory requirements, making it ideal for laptop computation. Numerical examples were provided to illustrate the approach for a test set of parameters. The framework is flexible enough to allow researchers to input virtually any type of cell and cell regulator interaction. However, in the present formulation, notably absent are the effects of deformation and stress in the system. At a minimum, this would require a third field equation governing the balance of linear momentum, \( \nabla_x \cdot \sigma + f = \rho v \), where \( \sigma \) is the Cauchy stress, \( f \) are the body forces, \( \rho \) is the density and \( v \) is the velocity, in addition to constitutive laws for soft tissue (see the extensive works of Fung, Holzapfel, or Humphrey). At finite deformations, the previous conservation laws can be generalized in the following manner:

\[
\frac{d}{dt} \int_{\omega_0} c \, d\omega = \frac{d}{dt} \int_{\omega_0} c J \, d\omega_0 = \int_{\omega_0} \left( \frac{\partial c}{\partial t} + c \frac{\partial J}{\partial t} \right) d\omega_0 \\
= \int_{\omega_0} \left( \frac{\partial c}{\partial t} + c J \nabla_x \cdot v \right) d\omega_0 \\
= \int_{\omega_0} \left( \frac{\partial c}{\partial t} + v \cdot \nabla_x c + c \nabla_x \cdot v \right) d\omega = \int_{\omega_0} \left( \frac{\partial c}{\partial t} + \nabla_x \cdot \sigma \right) d\omega 
\]  

(27)
thus
\[
\frac{\partial c}{\partial t} + \nabla_x \cdot (c \mathbf{v}) = \nabla \cdot \mathbf{D} \cdot \nabla c + r(s) - \tau(c). \tag{28}
\]
and
\[
\frac{\partial s}{\partial t} + \nabla_x \cdot (s \mathbf{v}) = \nabla \cdot \mathbf{K} \cdot \nabla s + p(c) - \gamma(s). \tag{29}
\]
Incorporation of the deformation effects is currently under investigation by the author. Clearly, specific material data is needed for tissue. In this regard, we again refer the reader to Murray\textsuperscript{33} for an extensive review, with early experimental studies dating back at least to Lindquist\textsuperscript{28} Van den Brenk,\textsuperscript{43} Crosson et al.,\textsuperscript{6} Zieske et al.,\textsuperscript{47} Franz et al.,\textsuperscript{7} and Sherratt and Murray.\textsuperscript{40}

Generally, because the distribution of water, biological fluids and chemical species within such tissue are dependent on the deformation of the solid, coupled multifield computations are necessary to realistically simulate such systems. For example, in many models of muscle tissue, it is usually assumed that the response depends on the concentration of a mobile chemical species present, for example, intracellular calcium $Ca^{2+}$, and $U$ is the stretch along the muscle fiber, relative to a reference sarcomere length. A basic form suggested is $\sigma = \sigma(Ca^{2+}, U)$, where $\sigma$ is the total Cauchy stress (active and passive), which combines the mechanical (passive) contribution and the actively generated muscle tension. We refer the reader to Rachev and Hayashi,\textsuperscript{35} Humphrey,\textsuperscript{18,19} Klepach et al.,\textsuperscript{25} and Ambrosi et al.\textsuperscript{1} for reviews. Finally, we comment that the technique used in this paper is clearly not the only approach to describe tissue regeneration. There are other approaches used in the literature to study tissue regeneration. The literature in this field is quite extensive, for example with applications to bone, see Geris et al.,\textsuperscript{11} Isaksson et al.,\textsuperscript{20} Gomez-Benito et al.,\textsuperscript{12} Bailon and van der Meulen,\textsuperscript{2} Checa et al.,\textsuperscript{5} and Carlier et al.\textsuperscript{4}

\textbf{FIGURE 7.} With microstructure: from left to right and top to bottom: (a) The average concentration of cells over time. (b) The average concentration of regulator over time. (c) The evolution of the time-step size over time.
FIGURE 8. With microstructure: from left to right and top to bottom: Cell concentration ($c$) and growth from an injection at the surface. Please note that the color scale is different than that for the regulator concentration ($s$).
FIGURE 9. With microstructure: from left to right and top to bottom: Regulator (s) concentration and growth from an injection at the surface. Please note that the color scale is different than that for the cell concentration (c).
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