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Abstract
As a method for bonding powdered materials, sintering has distinct advantages, such as the production of a near final-shape of the desired product, without the need for significant post-processing. However, sintering has certain deficiencies, such as incomplete or weak bonding. Research is ongoing to improve the process. One approach to improve sintering processes of powdered materials is via electrically enhanced bonding, whereby electricity is pumped through the material, while it is compressed in a press, in order to induce Joule-heating. This paper develops a computationally based model for the direct simulation of electrically enhanced sintering of powdered materials using particle-based methods. The overall approach is to construct three coupled sub-models which primarily involve: (a) particle-to-particle mechanical contact, (b) particle-to-particle thermal exchange and (c) particle-to-particle electrical current flow. These physical processes are strongly coupled, since the dynamics dictates which particles are in contact and the contacts determine the electrical flow. The flow of electricity controls the Joule-heating and the induced thermal fields, which soften the material, leading to enhanced particle binding. The strong multiphysics-coupled sub-models are solved iteratively within each time-step using a recursive staggering scheme, which employs temporal adaptivity to control the error. If the process does not converge (to within an error tolerance) within a preset number of iterations, the time-step is adapted (reduced) by utilizing an estimate of the spectral radius of the coupled system. The modular approach allows for easy replacement of submodels, if needed. Numerical examples are provided to illustrate the model and numerical solution scheme.
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1. Introduction

1.1. Basic process
Over 50% of the raw materials handled in industry appear in powdered form during the various stages of processing. One commonly used approach used in processing powdered materials is sintering. Generally, sintering refers to processing a powdered material, comprised of fine-scale particles, by compacting it in a press (Figure 1) and utilizing heat to bind the material. Sintering has distinct advantages over other methods, for example (a) high purity of processed materials, (b) relatively few steps in fabrication (thus retaining the purity)
and (c) the production of near net-shape of the desired product. Most importantly it is a method that can be utilized to produce products with complex shapes that cannot be easily made with other methods. Innovative methods for processing compacted microscale powders are rapidly being developed in industry in order to meet the specifications demanded by new products.

The delivery of heat can be achieved in a variety of ways, for example, by heating the walls of the press, with the heat transfer taking place primarily by thermal conduction. In an effort to enhance the heat transfer process, in particular within the interior of the material to be processed, electrically aided heat generation, drawing upon the material’s inherent resistance, via Joule-heating, is one method, and is considered in this work.¹

Remark: Consistent, high-quality, particles can be produced in a variety of ways, for example:

- melting and vaporizing of metals and other materials, and harvesting the subsequent particles;
- atomization of liquid streams into droplets by breaking jets of metal;
- reduction of metal oxides; and
- comminution/pulverizing of bulk material.

The particles are usually passed through a series of sieves to separate particles of various sizes.

1.2. Objectives

The objective in this paper is to develop a direct particle-based model which captures three main physical events:

- particle dynamics, which primarily entails: (a) the movement of the particles induced by contact with the compressing walls and (b) particle-to-particle contact forces;
- particle electrical current flow, which primarily entails: (a) current flow through the particles and (b) current exchange between the particles and walls;
- particle thermodynamics, which primarily entails: (a) heat generation via Joule-heating, (b) heat transfer between particles in contact by conduction and (c) thermal softening of the particles.

This is a strongly coupled multiphysical system, since the dynamics controls which particles are in mechanical contact, which in turn controls the Joule-heating and the induced thermal fields, thus softening and binding the material. The approach taken in the present work is to construct a sub-model for each primary physical process. These submodels are coupled to one another. In order to resolve the coupling, a recursive multiphysical staggering scheme is constructed. The general methodology is as follows (at a given time increment): (1) each field equation is solved individually, “freezing” the other (coupled) fields in the system, allowing only the primary field to be active; and (2) after the solution of each field equation, the primary field variable is updated, and the next field equation is treated in a similar manner. As the physics changes, the field that is most sensitive (exhibiting the largest amount of relative nondimensional change) dictates the time-step size. This approach can be classified as an implicit, staggered, time-stepping scheme, in conjunction with an iterative solution method that automatically adapts the time-step sizes to control the rates of convergence within
Remark 1: The approach outlined here is can be thought of as a middle ground between semi-analytical approaches which provide qualitative information [1] and computationally expensive “brute-force” continuum approaches [2, 3] which attempt to resolve the evolution of fine-scale thermal gradients, transient electromagnetic fields, stress fields and chemical/damage fields by solving a coupled system of PDE’s associated with (a) Maxwell’s equations, (b) the first law of thermodynamics, (c) the balance of linear momentum and (d) reaction-diffusion laws. For the mentioned “brute-force” continuum approach to accurately resolve the coupled time-transient spatial electromagnetic, thermal, mechanical and chemical fields, Zohdi [2] developed a staggered, temporally adaptive, FDTD (Finite Difference Time Domain) method. This is a computationally intensive approach, owing to the fact that one needs literally millions of numerical unknowns, due to the fine mesh sizes needed. We remark that there are other continuum-based methods, such as (a) the Multi Resolution Time Domain Method, which is based on wavelet-based discretization, (b) the Finite Element Method, which is based on discretization of variational formulations and which are ideal for irregular geometries (see Demkowicz et al. [4, 5] for the state of the art in adaptive Finite Element Methods for Maxwell’s equations), (c) the Pseudo Spectral Time Domain Method, which is based on Fourier and Chebyshev transforms, followed by a lattice or grid discretization of the transformed domain (d) the Discrete Dipole Approximation, which is based on an array of dipoles solved iteratively with the Conjugate Gradient method and a Fast Fourier Transform to multiply matrices, (e) the Method of Moments, which is based on integral formulations employing Boundary Element Method discretization, often accompanied by the Fast Multipole Method to accelerate summations needed during the calculations, and (f) the Partial Element Equivalent Circuit Method, which is based on integral equations that are interpreted as circuits in discretization cells. However, they are also primarily based on continuum models, and are computationally intensive.

Remark 2: There has been considerable research activity in non-electrical compaction of powders, for example, see Akisanya et al. [6], Anand and Gu [7], Brown and Abou-Chedid [8], Domas [9], Fleck [10], Gethin et al., [11], Gu et al. [12], Lewis et al. [13], Ransing et al. [14], Tatzel [15] and Zohdi [16, 17]. The study of “granular” or “particulate” media, in the absence of electrical effects, is wide ranging. Classical examples include the study of natural materials, such as sand and gravel, associated with coastal erosion, landslides and avalanches. For reviews see, for example, Duran [18], Pöschel and Schwager [19], the works of Torquato and collaborators (Torquato [20], Kansaal et al. [21] and Donev et al. [22–26]), the works of Onate and collaborators (Onate et al. [27, 28], Rojek et al. [29], Carbonell et al. [30] and Labra and Onate [31]), Jaeger and Nagel [32, 33], Nagel [34], Liu et al. [35], Liu and Nagel [36], Jaeger and Nagel [37], Jaeger et al. [38–40], Jaeger and Nagel [41], the extensive works of Hutter and collaborators (Tai et al. [42–44], Gray et al. [45], Wieland et al. [46], Berezin et al. [47], Gray and Hutter [48], Gray [49], Hutter [50], Hutter et al. [51], Hutter and Rajagopal [52], Koch et al. [53], Greve and Hutter [54] and Hutter et al. [55]; the works of Behringer and collaborators (Behringer [56], Behringer and Baxter [57], Behringer and Miller [58] and Behringer et al. [59]) and the works of Jenkins and collaborators (Jenkins and Strack [60], Jenkins and La Ragione [61], Jenkins and Koenders [62] and Jenkins et al. [63]).

Remark 3: To predict the resulting effective bulk properties of the final sintered product, there exist several methods dating back well over 150 years, for example to Maxwell [64, 65] and Lord Rayleigh [66]. For a thorough analysis of many of such methods, see Torquato [20], Jikov et al. [67], Hashin [68] and Nemat-Nasser and Hori [69] for solid-mechanics oriented treatments, and Ghosh [70], Ghosh and Dimiduk [71] and Zohdi and Wriggers [72] for computational aspects.

2. Direct particle representation

The objects in the powder-system are assumed to be small enough to be considered (idealized) as particles, spherical in shape, and that the effects of their rotation with respect to their mass center is unimportant to their overall motion. We consider a group of non-intersecting particles \((i = 1, 2, \ldots, N_p)\). The equation of motion for the \(i\)th particle in system is

\[
m_i \ddot{r}_i = \Psi_i^{tot}(r_1, r_2, \ldots, r_{N_p}) = \Psi_i^{con} + \Psi_i^{fric} + \Psi_i^{wall} + \Psi_i^{bond} + \Psi_i^{env},
\]

(1)
where \( r_i \) is the position vector of the \( i \)th particle and where \( \Psi_i^{\text{tot}} \) represents all forces acting on particle \( i \), which is decomposed into the sum of forces due to normal contact forces (\( \Psi_i^{\text{con}} \)), sliding frictional forces (\( \Psi_i^{\text{fric}} \)), wall forces (\( \Psi_i^{\text{wall}} \), having both contact and friction), adhesive bonding forces (\( \Psi_i^{\text{bond}} \)) with other particles and forces arising from the surrounding interstitial environment (\( \Psi_i^{\text{env}} \)). In the next sections, we elaborate each of the types of forces in the system in detail.

### 2.1. Particle-to-particle contact forces

We employ a simple particle overlap model to determine the force contributions from the surrounding particles \( (N_{ci}) \) in contact, \( \Psi_i^{\text{con}} = \sum_{j=1}^{N_{ci}} \Psi_{ij}^{\text{con}} \), based on a normalized separation distance between particles in contact (Figure 2). We assume that the contact force is proportional to the relative normalized proximity of the particles. For example, a simple relation for particles in contact (\(|r_i - r_j| \leq R_i + R_j\)) is

\[
\Psi_{ij}^{\text{con}} \propto -K_p |E_{ij}|^p n_{ij} A_{ij}^{c},
\]

where \( 0 < K_p < \infty \) is a particle-to-particle contact compliance constant, \( p_p \) is a material parameter, \( E_{ij} \) is normalized/nondimensional (strain-like) deformation metric

\[
E_{ij} = \frac{|r_i - r_j| - (R_i + R_j)}{(R_i + R_j)}
\]

and

\[
n_{ij} = \frac{r_i - r_j}{|r_i - r_j|} = \frac{r_j - r_i}{|r_i - r_j|},
\]

where the \( R_i \) and \( R_j \) are the radii of particles \( i \) and \( j \) respectively. For the generated friction, we assume a simple contact-induced sliding friction relation:

\[
\Psi_{ij}^{\text{fric}} = \mu_d |\Psi_{ij}^{\text{con}}| t_{ij},
\]

where

\[
t_{ij} = -\frac{v_i - v_j}{|v_j - v_i|} = \frac{v_j - v_i}{|v_j - v_i|},
\]

and where \( A_{ij}^{c} \) is the contact area parameter, which is derived next.

**Remark:** One could can easily construct more elaborate relations connecting the relative proximity of the particles and other metrics to the contact force, \( \Psi_{ij}^{\text{con}} \propto \mathcal{F}(r_i, r_j, n_{ij}, R_i, R_j, \ldots) \), building on Hertzian contact models. This poses no difficulty in the direct numerical method developed. For much more detailed constitutive relations between particles, see Zohdi [73]. For the remainder of the analysis, we shall use the deformation metric in equation (3).
2.1.1. Contact area parameter. Referring to Figure 2, one can solve for an approximation of the common contact radius $a_{ij}$ (and the contact area, $A_{ij}^c = \pi a_{ij}^2$) by solving the following three equations:

$$a_{ij}^2 + L_i^2 = R_i^2,$$  \hfill (7)

and

$$a_{ij}^2 + L_j^2 = R_j^2,$$  \hfill (8)

and

$$L_i + L_j = ||r_i - r_j||,$$  \hfill (9)

where $R_i$ is the radius of particle $i$, $R_j$ is the radius of particle $j$, $L_i$ is the distance from the center of particle $i$ and the common contact interpenetration line and $L_j$ is the distance from the center of particle $j$ and the common contact interpenetration line, where the extent of interpenetration is

$$\delta_{ij} = R_i + R_j - ||r_i - r_j||. \hfill (10)$$

Solving these equations leads to

$$A_{ij}^c = \pi a_{ij}^2 = \pi (R_i^2 - L_i^2),$$  \hfill (11)

where

$$L_i = \frac{1}{2} \left( ||r_i - r_j|| - \frac{R_i^2 - R_j^2}{||r_i - r_j||} \right). \hfill (12)$$

**Remark:** It is obvious that for a deeper understanding of the deformation within a particle, it must be treated as a deformable continuum, which would require a highly resolved spatial discretization, for example using the Finite Element Method for the contacting bodies. This requires a large computational effort. For the state of the art in Finite Element Methods, see the recent book of Wriggers [74]. For work specifically focusing on the continuum mechanics of particles, see Zohdi and Wriggers [72]. For a detailed numerical analysis of multifield contact between bodies, see Wriggers [75].

2.2. Particle-to-wall contact

The contact between the wall and the particles is handled exactly in the same manner as the particle to particle contact, with the amount of overlap of the particle with the wall position dictating the force. For example (see Figure 3), if $||r_u|| \geq W$, then

$$\Psi_{i,wall,con} \propto -K_w |\mathcal{E}_{iw}|^{p_w} n_{iw} A_f^c,$$  \hfill (13)

where $0 < K_w < \infty$ is a wall-to-particle compliance constant, $p_w$ is a material constant and

$$\mathcal{E}_{iw} = \frac{W - r_{ui}}{R_i},$$  \hfill (14)
and
\[ n_{\text{lux}} = \frac{W_x - r_{xi}}{|W_x - r_{xi}|} e_x, \tag{15} \]
where \( e_x \) is the unit normal in the \( x \)-direction. The same holds for other components and walls. For the generated friction, we assume, continuous sliding:
\[ \Psi_{ij}^{\text{fric}} = \mu_d ||\Psi_{\text{wall,con}}|| t_{iw}, \tag{16} \]
where
\[ t_{iw} = \frac{v_{w,i} - v_{i,t}}{||v_{w,i} - v_{i,t}||}, \tag{17} \]
where the subscript \( t \) denotes the tangential component.

**Remark:** The parameters \( K_p \) and \( K_w \) can thermally soften, and this is discussed later in the numerical examples.

### 2.3. Particle-to-particle bonding relation

For the particles to bond, we adopt a criteria based on exceeding a critical interpenetration distance. Explicitly:

- If \( ||r_i - r_j|| \leq (R_i + R_j) \), then the particles are in contact and we have
  \[ E_{ij} = \frac{||r_i - r_j|| - (R_i + R_j)}{(R_i + R_j)} \]. \tag{18} \]
- If \( E_{ij} \leq 0 \), and \( |E_{ij}| \geq E^* \), then an (adhesive) bond is activated between the particles of the form
  \[ \Psi_{ij}^{\text{bond}} = K_b |E_{ij}|^p n_{ij} A_{ij}^c, \tag{19} \]
  where \( 0 \leq K_b \) is a bonding constant, and \( p_b \) is a material parameter.
- If \( ||r_i - r_j|| \geq (R_i + R_j) \), then \( E_{ij} > 0 \), since there is no contact.

### 2.4. Interstitially induced particle drag

A possible source of environmental forces is due to damping from interstitial fluid between particles, such as binding enhancers, surfactants and lubricants. A simple model to account for this is
\[ \Psi_i^{\text{env}} = -c_{\text{env}} (v_i - v_{\text{env}}) \tag{20} \]
where \( v_i \) is the velocity of the \( i \)th particle and \( v_{\text{env}} \) is the local velocity of the interstitial medium, which one may assume to be \( v_{\text{env}} \approx 0 \). The mechanics of the interstitial fluid are unimportant in these problems. However, for other applications, such as high-speed flow, the motion of the fluid can be important, necessitating fully coupled (two-way) particle-fluid interaction models. This is outside the scope of the present work. Generally, this requires the use of solid-fluid staggering-type schemes (for example, see Zohdi [76]).

### 2.5. Total forces acting on particles

In summary, we have the following forces acting on each particle (\( i = 1, 2, \ldots, N_p \))
\[ \Psi_i^{\text{tot}} \overset{\text{def}}{=} \Psi_i^{\text{con}} + \Psi_i^{\text{fric}} + \Psi_i^{\text{wall}} + \Psi_i^{\text{bond}} + \Psi_i^{\text{env}}. \tag{21} \]
The three material contact compliance constants are functions of temperature, \( K_p = K_p(\theta), K_w = K_w(\theta) \) and \( K_b = K_b(\theta) \), and the temperature is, in turn, a function of the Joule-heating, \( \theta(J) \), where \( J \) is the current. We will discuss the thermo-electric effects shortly, but first indicate how the preceding dynamical particle system can solved.
3. Time-stepping

Integrating equation (1) leads to (using a trapezoidal rule with variable integration metric, $0 \leq \phi \leq 1$)

$$v_i(t + \Delta t) = v_i(t) + \frac{1}{m_i} \int_{t}^{t+\Delta t} \Psi^\text{tot}_i \, dt$$

$$\approx v_i(t) + \frac{\Delta t}{m_i} \left( \phi \Psi^\text{tot}_i(t + \Delta t) + (1 - \phi) \Psi^\text{tot}_i(t) \right).$$  (22)

The position can be computed via application of the trapezoidal rule again:

$$r_i(t + \Delta t) \approx r_i(t) + \Delta t(\phi v_i(t + \Delta t) + (1 - \phi)v_i(t)),$$  (23)

which can be consolidated into

$$r_i(t + \Delta t) = r_i(t) + v_i(t)\Delta t + \frac{\phi(\Delta t)^2}{m_i} \left( \phi \Psi^\text{tot}_i(t + \Delta t) + (1 - \phi) \Psi^\text{tot}_i(t) \right).$$  (24)

This leads to a coupled system of equations, which are solved using an adaptive iterative scheme, building on approaches found in various forms in Zohdi [77, 78].

3.1. Iterative (implicit) solution method

Following the basic framework in Zohdi [77, 78], we write equation (24) in a slightly more streamlined form for particle $i$

$$r_i^{L+1} = r_i^L + v_i^L \Delta t + \frac{\phi(\Delta t)^2}{m_i} \left( \phi \Psi^\text{tot,L+1}_i(t) + (1 - \phi) \Psi^\text{tot,L}_i(t) \right),$$  (25)

which leads to a coupled set equations for $i = 1, 2, \ldots, N_p$ particles.\footnote{The set of equations represented by equation (25) can be solved recursively. equation (25) can be solved recursively by recasting the relation as}

$$r_i^{L+1,K} = r_i^L + v_i^L \Delta t + \frac{\phi(\Delta t)^2}{m_i} \Psi^\text{tot,L+1,K-1}_i + \frac{\phi(\Delta t)^2}{m_i} (1 - \phi) \Psi^\text{tot,L}_i,$$  (26)

which is of the form

$$r_i^{L+1,K} = G(r_i^{L+1,K-1}) + \mathcal{R}_i,$$  (27)

where $K = 1, 2, 3, \ldots$ is the index of iteration within time-step $L + 1$ and

- $\Psi^\text{tot,L+1,K-1}_i \overset{\text{def}}{=} \Psi^\text{tot,L+1,K-1}_i(r_1^{L+1,K-1}, r_2^{L+1,K-1}, \ldots, r_{N_p}^{L+1,K-1})$
- $\Psi^\text{tot,L}_i \overset{\text{def}}{=} \Psi^\text{tot,L}_i(r_1^L, r_2^L, \ldots, r_{N_p}^L)$
- $G(r_i^{L+1,K-1}) = \frac{\phi(\Delta t)^2}{m_i} \Psi^\text{tot,L+1,K-1}_i$ and
- $\mathcal{R}_i = r_i^L + v_i^L \Delta t + \frac{\phi(\Delta t)^2}{m_i} (1 - \phi) \Psi^\text{tot,L}_i.$

The term $\mathcal{R}_i$ is a remainder term that does not depend on the solution. The convergence of such a scheme is dependent on the behavior of $G$. Namely, a sufficient condition for convergence is that $G$ is a contraction mapping for all $r_i^{L+1,K}$, $K = 1, 2, 3 \ldots$ In order to investigate this further, we define the iteration error as

$$\sigma_i^{L+1,K} \overset{\text{def}}{=} r_i^{L+1,K} - r_i^{L+1}.$$  (28)

A necessary restriction for convergence is iterative self consistency, i.e. the “exact” (discretized) solution must be represented by the scheme, $r_i^{L+1} = G(r_i^{L+1}) + \mathcal{R}_i$. Enforcing this restriction, a sufficient condition for convergence is the existence of a contraction mapping

$$\| r_i^{L+1,K} - r_i^{L+1} \| = \| G(r_i^{L+1,K-1}) - G(r_i^{L+1}) \| \leq \eta^{L+1,K} \| r_i^{L+1,K-1} - r_i^{L+1} \|,$$  (29)
where, if $0 \leq \eta^{L+1,K} < 1$ for each iteration $K$, then $\sigma_i^{L+1,K} \to 0$ for any arbitrary starting value $r_i^{L+1,K=0}$, as $K \to \infty$, which is a contraction condition that is sufficient, but not necessary, for convergence. The convergence of equation (26) is scaled by $\eta \propto (\phi \Delta t)^2$. Therefore, we see that the contraction constant of $G$ is:

- directly dependent on the magnitude of the interaction forces ($||\Psi||$),
- inversely proportional to the masses $m_i$, and
- directly proportional to $(\Delta t)^2$.

Thus, decreasing the time-step size improves the convergence. In order to maximize the time-step sizes (to decrease overall computing time) and still meet an error tolerance on the numerical solution’s accuracy, we build on an approach originally developed for continuum thermo-chemical multifield problems (Zohdi [77]), where one assumes: (1) $\eta^{L+1,K} \approx S(\Delta t)^p$, ($S$ is a constant) and (2) the error within an iteration behaves according to $(S(\Delta t)^p)^K \sigma_i^{L+1,0} = \sigma_i^{L+1,K}$, $K = 1, 2, \ldots$, where $\sigma_i^{L+1,0} = r_i^{L+1,K=1} - r_i$ is the initial norm of the iterative (relative) error and $S$ is intrinsic to the system. For example, for second-order problems, due to the quadratic dependency on $\Delta t$, $p \approx 2$. The objective is to meet an error tolerance in exactly a preset (the analyst sets this) number of iterations. To this end, one writes $(S(\Delta t)^p)^K \sigma_i^{L+1,0} = TOL$, where $TOL$ is a tolerance and where $K_d$ is the number of desired iterations. If the error tolerance is not met in the desired number of iterations, the contraction constant $\eta^{L+1,K}$ is too large. Accordingly, one can solve for a new smaller step size, under the assumption that $S$ is constant,

$$\Delta t_{tol} = \Delta t \left( \frac{(\frac{TOL}{\sigma_i^{L+1,0}})^{\frac{1}{pK_d}}}{(\frac{TOL}{\sigma_i^{L+1,0}})^{\frac{1}{pK}}} \right).$$

(30)

The assumption that $S$ is constant is not critical, since the time-steps are to be recursively refined and unrefined throughout the simulation. Clearly, the expression in Equation 30 can also be used for time-step enlargement, if convergence is met in less than $K_d$ iterations (typically chosen to be between 5 to 10 iterations). Specifically, the solution steps are, within a time-step:

1. Start a global fixed iteration (set $i = 1$ (particle counter) and $K = 0$ (iteration counter)).
2. If $i > N_p$ then go to (4).
3. If $i \leq N_p$ then:
   a) compute the position $r_i^{L+1,K}$;
   b) go to (2) for the next particle ($i = i + 1$).
4. Measure error (normalized) quantities
   a) $\sigma_K \triangleq \frac{\sum_{i=1}^{N_p} ||r_i^{L+1,K} - r_i^{L+1,K-1}||}{\sum_{i=1}^{N_p} ||r_i^{L+1,K} - r_i^r||}$,
   b) $Z_K \triangleq \frac{\sigma_K}{TOL}$,
   c) $\Lambda_K \triangleq \left( \frac{(\frac{TOL}{\sigma_0})^{\frac{1}{pK}}}{(\frac{\sigma_K}{\sigma_0})^{\frac{1}{pK}}} \right)$.
5. If the tolerance is met: $Z_K \leq 1$ and $K < K_d$, then:
   a) increment time: $t = t + \Delta t$;
   b) construct the next time-step: $(\Delta t)^{new} = \Lambda_K(\Delta t)^{old}$;
   c) select the minimum size: $\Delta t = MIN((\Delta t)^{old}, (\Delta t)^{new})$ and go to (1).
6. If the tolerance is not met: $Z_K > 1$ and $K < K_d$, then:
   a) update the iteration counter: $K = K + 1$;
   b) reset the particle counter: $i = 1$;
   c) go to (2).
7. If the tolerance is not met \((Z_K > 1)\) and \(K = K_d\), then:
   (a) construct a new time-step: \((\Delta t)^{\text{new}} = \Lambda K (\Delta t)^{\text{old}}\),
   (b) restart at time \(t\) and go to (1).

Time-step size adaptivity is critical, since the system’s dynamics and configuration can dramatically change over the course of time, possibly requiring quite different time-step sizes to control the iterative error. However, to maintain the accuracy of the time-stepping scheme, one must respect an upper bound dictated by the discretization error, i.e., \(\Delta t \leq \Delta t^{\text{lim}}\). Note that in step (5), \(\Lambda K\) may enlarge the time-step if the error is lower than the preset tolerance. The algorithm will be modified shortly to account for coupled thermal and electrical effects.

4. Thermal fields

4.1. Governing equations

We assume that radiative, convective and strain-rate effects are negligible for the particle’s thermodynamics. Only Joule-heating and conduction are considered important. Thus, for each particle \(i = 1, 2, \ldots, N_p\),

\[
m_i C_i \frac{d\theta_i}{dt} = Q_i + \mathcal{H}_i,
\]

where \(Q_i\) represents the conductive contribution from surrounding particles in contact (including walls), and \(\mathcal{H}_i\) represents the Joule-heating term. It is assumed that the temperature fields are uniform within the (small) particles. This assumption is justified, i.e. a lumped thermal model, ignoring temperature gradients and assuming a uniform temperature within a particle, when the Biot number is small. The Biot number for spheres scales with the ratio of the particle volume \(V\) to the particle surface area \(A_s\) in the following manner (\(R\) being the particle radius)

\[
\frac{V}{A_s} = \frac{\frac{4}{3} \pi R^3}{\frac{4}{3} \pi R^2} = \frac{R}{3},
\]

which indicates that a uniform temperature distribution is appropriate, since the particles, by definition, are small. Assuming that the fields are uniform in each particle allows for the following (for particle \(i\))

\[
Q = -\int_{\partial \omega} \mathbf{Q} \cdot \mathbf{n} \, dA \approx \sum_{j=1}^{N_{pc}} \sum_{j=1}^{N_{pc}} \kappa_{ij} \left| \mathbf{r}_i - \mathbf{r}_j \right| A_{ij} \frac{\theta_j - \theta_i}{\left| \mathbf{r}_i - \mathbf{r}_j \right|},
\]

where the summation extends over all particles \(j = 1, 2, 3, \ldots, N_{pc}\) that are in contact with particle \(i\) (Figure 4).

This yields

\[
m_i C_i \frac{d\theta_i}{dt} = \sum_{j=1}^{N_{pc}} \kappa_{ij} \left| \mathbf{r}_i - \mathbf{r}_j \right| A_{ij} \frac{\theta_j - \theta_i}{\left| \mathbf{r}_i - \mathbf{r}_j \right|} + \mathcal{H}_i,
\]

where the specific form of Joule-heating is

\[
\mathcal{H}_i \approx a_i \frac{J_i^2}{\sigma_i} V_i,
\]

where \(J_i\) is the current magnitude in particle \(i\), \(\sigma_i\) is the conductivity and \(0 \leq a_i \leq 1\) is an absorption constant. More remarks on Joule-heating will be given shortly.

4.2. Numerical integration

Integrating leads the energy equation yields for each particle \((i = 1, 2, \ldots, N_p)\)

\[
\theta_i(t + \Delta t) = \theta_i(t) + \frac{1}{m_i C_i} \left( \int_t^{t+\Delta t} Q_i \, dt + \int_t^{t+\Delta t} \mathcal{H}_i \, dt \right)
\approx \theta_i(t) + \frac{\Delta t}{m_i C_i} \left( \phi(Q_i(t + \Delta t) + \mathcal{H}_i(t + \Delta t)) + (1 - \phi)(Q_i(t) + \mathcal{H}_i(t)) \right).
\]
We note that equation (36) represents a coupled system of the general form (similar to the equation that arises for the particle dynamics)

$$\theta_i(t + \Delta t) = \mathcal{G}_i(\theta_i(t + \Delta t)) + \mathcal{R}_i,$$

where for the “remainder” term, $\mathcal{R}_i \neq \mathcal{R}_i(\theta_i(t + \Delta t))$, and where $\mathcal{G}_i$’s behavior is controlled by the magnitude of $\Delta t$. Clearly, the temperature is coupled to the mechanical behavior of the system. Shortly, we develop a multiphysical staggering scheme to solve the overall system.

## 5. Modeling of current flow

### 5.1. Particle model simplification

In order to describe the electrical flow in the system, we consider a conservation of charge in integral form (posed over an arbitrary, general, domain $\omega$)

$$\int_{\partial \omega} \mathbf{J} \cdot \mathbf{n} \, dA + \int_{\omega} \frac{\partial \mathcal{P}}{\partial t} \, dV = 0,$$

where $\mathbf{J}$ is the current field and $\mathcal{P}$ is the charge. We assume that the electrical current has evolved to steady state on time-scales that are much shorter than the dynamics of the particles (see Appendix B for justification). Therefore, $\frac{\partial \mathcal{P}}{\partial t} = 0$ is assumed throughout the remainder of this work; thus,

$$\int_{\partial \omega} \mathbf{J} \cdot \mathbf{n} \, dA = 0. \quad (39)$$

For the particle model, we re-express equation (39) in terms of electrical contact and current flow (through the particle interfaces), characterized by fluxes in and out of particles, as

$$\sum_{j=1}^{N_{pc}} (\mathbf{J}_i + \mathbf{J}_j) \cdot \mathbf{n}_{ij} A_{ij}^c = 0, \quad (40)$$

where $A_{ij}^c$ is the contact area associated with the particle pair $(ij)$, $\mathbf{n}_{ij} = \frac{\mathbf{r}_j - \mathbf{r}_i}{||\mathbf{r}_j - \mathbf{r}_i||}$ and $N_{pc}$ is the number of particles in contact with particle $i$. Assuming that the current flows in and out in a radial manner,

$$\mathbf{J}_i + \mathbf{J}_j = (\mathbf{J}_i - \mathbf{J}_j) \mathbf{n}_{ij}. \quad (41)$$

Thus,

$$\sum_{j=1}^{N_{pc}} (\mathbf{J}_i - \mathbf{J}_j) A_{ij}^c = 0 \Rightarrow \mathbf{J}_i = \sum_{j=1}^{N_{pc}} \frac{\mathbf{J}_j A_{ij}^c}{\sum_{j=1}^{N_{pc}} A_{ij}^c}. \quad (42)$$
Figure 5. Left: Current exchange between particles. Right: The particles in contact with the walls are assumed to become fully electrified and to attain the magnitude of current in the wall as well as the temperature of the wall. From particles that contact the walls, the current flows radially to contact pairs.

Figure 6. A one-dimensional example of current flow.

5.2. Iterative flux summation/solution process

The preceding relations lead to an implicit set of equations which are strongly coupled, as well as being coupled to the system dynamics. In order to deal with system, we employ a staggering scheme where, broadly speaking, the solution method sweeps through the system, particle by particle, updating the variables as it progresses. Specifically (where $K = 1, 2, \ldots$ is an iteration counter), the current is solved iteratively:

$$J_i^{K+1} = \frac{\sum_{j=1}^{N_{pc}} J^K_j A^K_{ij}}{\sum_{j=1}^{N_{pc}} A^K_{ij}}. \quad (43)$$

This process is repeated for all particles. The dynamical and thermo-mechanical equations are then re-solved for the motion and temperature of the particles freezing the electrical current variables, and the entire procedure (all previous steps) is repeated.

Remark 1: Once the current in each particle is solved for, one can compute the Joule-heating via $\mathcal{H}_i \approx \frac{J^2}{\sigma_i} V_i$.

Remark 2: The particles in contact with the compacting walls/boundaries are assumed to become fully electrified and to attain the magnitude of current in the plate. From that particle, the current flows radially to other particles in contact at their respective contact points (Figure 5).

Remark 3: For an overview of the continuum modeling of current flow, Joule-heating, and so forth, see Zohdi [2, 3].

Remark 4: As an example, consider the one-dimensional array of particles shown in Figure 6. The two outer particles attain the values at the wall (due to the adopted approach for applying boundary conditions). According to the model, any current in a particle flows radially outward from the contact point into the neighboring particle.
Thus, for particle $i$ we have two contact points

$$
\sum_{j=1}^{2} (J_i + J_j) \cdot n_{ij} A_{ij} = (J_i^+ \cdot n^+ + J_i^- \cdot n^-) A_i^+ + (J_i^+ \cdot n^+ + J_i^- \cdot n^-) A_i^-
$$

$$
= (-J^+ + J_i) A_i^+ + (-J^- + J_i) A_i^-
$$

$$
= 0. \quad (44)
$$

If the contact areas are the same, this collapses to the average, $J_i = \frac{1}{2} (J^+ + J^-)$.

6. Total system coupling: Multiphysical staggering scheme

We now extend the iterative solution process introduced earlier for the particle dynamics to a multifield setting by (at a given time increment): (a) solving each field equation individually, “freezing” the other (coupled) fields in the system, allowing only the primary field to be active, and (b) updating the primary field variable after the solution of each field equation. The next field equation is treated in a similar manner where, as the physics change, the field that is most sensitive (exhibits the largest amount of relative nondimensional change) dictates the time-step size. This is an implicit, staggered, adaptive time-stepping scheme.

Remark 1: Such approaches have a long history in the computational mechanics community. For example, Zienkiewicz [79], Zienkiewicz et al. [80], Lewis et al. [81], Lewis and Schrefler [82], Park and Felippa [83], Farhat et al. [84], Farhat and Lesoinne [85], Farhat et al. [86], Piperno [87], Piperno et al. [88], Piperno and Farhat [89], Michopoulos et al. [90], Lesoinne and Farhat [91] and Le Tallec and Muoro [92].

Remark 2: The particle currents are not explicitly used for the time adaptivity, since they are assumed to stabilize rapidly enough, relative to the dynamical and thermodynamical fields, that the steady-state equations can be used (see previous section and the Appendix).

6.1. A general iterative framework

We now further develop the staggering scheme introduced earlier by extending approaches found in Zohdi [77, 78] by considering an abstract setting, whereby one solves for the particle positions, assuming the thermal fields fixed,

$$
A_1(r_{L+1,K}, \theta_{L+1,K-1}) = F_1(r_{L+1,K-1}, \theta_{L+1,K-1}), \quad (45)
$$

then one solves for the thermal fields, assuming the particle positions fixed,

$$
A_2(r_{L+1,K}, \theta_{L+1,K}) = F_2(r_{L+1,K}, \theta_{L+1,K-1}), \quad (46)
$$

where only the underlined variable is “active,” $L$ indicates the time-step and $K$ indicates the iteration counter. Within the staggering scheme, implicit time-stepping methods, with time-step size adaptivity, will be used throughout the upcoming analysis. We define the normalized errors within each time-step, for the two fields,

$$
\bar{\sigma}_{rK} \overset{\text{def}}{=} \frac{||r_{L+1,K} - r_{L+1,K-1}||}{||r_{L+1,K} - r_{L}||} \quad \text{and} \quad \bar{\sigma}_{\theta K} \overset{\text{def}}{=} \frac{||\theta_{L+1,K} - \theta_{L+1,K-1}||}{||\theta_{L+1,K} - \theta_{L}||}. \quad (47)
$$

We define maximum “violation ratio,” i.e. as the larger of the ratios of each field variable’s error to its corresponding tolerance, by $Z_{K} \overset{\text{def}}{=} \max(z_{r,K}, z_{\theta K})$, where

$$
z_{r,K} \overset{\text{def}}{=} \frac{\bar{\sigma}_{rK}}{TOL_{r}} \quad \text{and} \quad z_{\theta,K} \overset{\text{def}}{=} \frac{\bar{\sigma}_{\theta K}}{TOL_{\theta}}, \quad (48)
$$

with the minimum scaling factor defined as $\Lambda_{K} \overset{\text{def}}{=} \min(\Lambda_{rK}, \Lambda_{\theta K})$, where

$$
\Lambda_{rK} \overset{\text{def}}{=} \left( \frac{TOL_{r}}{\sigma_{r0} \Lambda_{rK}} \right)^{1/\rho_{K}}, \quad \Lambda_{\theta K} \overset{\text{def}}{=} \left( \frac{TOL_{\theta}}{\sigma_{\theta0} \Lambda_{\theta K}} \right)^{1/\rho_{K}}. \quad (49)
$$
6.2. Overall solution algorithm

The algorithm is given in Algorithm 1 and the process visualized in Figure 7.

Algorithm 1. Global fixed-point iteration.

The overall goal is to deliver solutions where staggering (incomplete coupling) error is controlled and the temporal discretization accuracy dictates the upper limits on the time-step size ($\Delta t_{\text{lim}}$).
Figure 8. A series of frames for compaction using the model (side walls not shown). Left to right and top to bottom: (1) Pouring of the particles. (2) Contact with the lower electrified wall. (3) Contact with the upper and lower electrified wall. (4) Release of the upper electrified wall (loss of upper surface contact). The basic trends are: (a) the longer time the fully compressed state, the better the Joule-heating induced bonding and less springback; and (b) the higher the densification (higher volume-fraction) in the fully compressed state, the better the Joule-heating induced bonding and less springback. The volume fraction was calculated based on the volume contained within the lowest compression point in Figure 1.

7. Numerical examples

We consider a model problem of a group of equally sized particles placed between six walls (Figure 1) to illustrate how to assemble the system. The absolute dimensions are unimportant for the model problem, and have been normalized. Specifically, we considered a group of \( N_p = 1000 \) randomly positioned particles in initially cubical box domain with dimensions \((x = -1, x = 1) \times (y = -1, y = 1) \times (z = -1, z = 1)\) meters (the particles are then poured onto the lower wall. The particle radii were \( R = 0.075 \) m. In the \( x \)-direction (vertical), the top and bottom walls are electrified. The four other walls are neutral. The top is pushed downward at a constant rate (starting at \( x = -1 \)), until it gets to \( x = x^* \) at approximately 100% volume fraction, and then it is pulled away. As an example, the relevant simulation parameters chosen were:
Figure 9. The densification and temperature: The process can be described as having three phases: phase (1): pouring to the roughly 50–60% volume fraction. The temperature rises due to contact with the lower electrified wall. phase (2): the compacting wall compresses the material to virtually 100% volume fraction. The temperature rises due to contact with the upper and lower electrified walls. phase (3): the compacting wall is released and the material springs back somewhat, resulting in a lower volume fraction than the fully compressed state, but higher than purely poured state. The temperature starts to drop due to conduction with the surrounding walls.

- the stiffness of the particles in the contact law were \( K_{po} = 10^7 \text{ N/m}^2 \), with thermal softening \( K_p = \max(K_{po} (1 - \frac{\theta}{\theta^*}), K_{plim}) \), where \( \theta^* = 500^\circ\text{K}, K_{plim} = 10^6 \text{ N/m}^2 \) and the exponent in the contact law was set to \( p_p = 2 \);  
- the stiffness of the wall in contact law, \( K_{wo} = 10^7 \text{ N/m}^2 \), with thermal softening \( K_w = \max(K_{wo} (1 - \frac{\theta}{\theta^*}), K_{wlim}) \), where \( \theta^* = 500^\circ\text{K}, K_{wlim} = 10^6 \text{ N/m}^2 \) and the exponent in the contact law was set to \( p_w = 2 \);  
- the bond stiffness, \( K_b = 10^6 \text{ N/m}^2 \) and the exponent in the binding law was set to \( p_b = 2 \);  
- the damping coefficient, \( c_{env} = c_{env}^o 6\pi R, c_{env}^o = 0.1 \) (assumed Stokesian-like);  
- the density of the particles, \( \rho = 2000 \text{ kg/m}^3 \);  
- the Joule-heating absorption coefficient, \( a = 0.1 \);  
- the electrical conductivity, \( \sigma = 0.1 \);  
- coefficient of dynamic friction, \( \mu_d = 0.1 \);  
- conductivity (same for all particles in this example), \( \kappa = 100 \text{ W/m-K} \);  
- initial material temperature, \( \theta_i(t = 0) = 300^\circ\text{K} \);  
- wall temperatures, \( \theta_w(t = 0) = 1000^\circ\text{K} \);  
- heat capacity, \( C = 100 \text{ J/kg-K} \);  
- target number of fixed point iterations, \( K_d = 10 \);  
- the trapezoidal time-stepping parameter, \( \phi = 0.5 \);  
- on the bottom and top wall (in the x-direction), \( J_{ext} = 10^5 \text{ amps} \);  
- simulation duration, 1 s;  
- initial time-step size, 0.005 s;  
- time-step upper bound, 0.005 s and  
- tolerance for the fixed-point iteration, \( 5 \times 10^{-4} \).

7.1. Step 1: Pouring the particles

In order to generate an initial particle configuration, we dropped a sample of non-overlapping random particles onto the lower surface, and allowed it to spread under the force of gravity, where it was constrained by the lateral walls. The volume fraction of monodisperse random particles should be in range of 50-60% at this stage, and the simulation reflects that this is achieved before compaction, under the force of gravity (Figure 8).

Remark 1: The volume fraction was calculated based on the volume contained within the lowest compression point in Figure 1.

Remark 2: The configuration of the sample, before it was dropped, was generated using a classical Random Sequential Addition (RSA) algorithm [93], which places non-overlapping particles randomly into the domain
of interest. One could start with a denser starting configuration by the using equilibrium-driven Metropolis algorithm or alternative methods based on simultaneous particle flow and growth (see Kansal et al. [21], Donev et al. [22–24] and Torquato [20]), although this was not necessary for this example.

7.2. Step 2: Compacting the particles

In Figure 8, the temperature values are depicted by the colors. Initially, the particles are not touching the electrified walls in the vertical ($x$-direction), nor the lateral, unelectrified walls. As the electrified wall moves in the (minus) $x$-direction, the particles come into contact, become electrified (experience a current) and move in the (minus) $x$-direction, as well as experience lateral movement (in the $y$–$z$) direction. The process can be described as having three phases:

- **Phase 1:** Pouring to the roughly 50–60% volume fraction. The temperature rises due to contact with the lower electrified wall.
- **Phase 2:** The compacting wall compresses the material to virtually 100% volume fraction. The temperature rises due to contact with the upper and lower electrified walls (Figure 9).
- **Phase 3:** The compacting wall is released and the material springs back somewhat, resulting in a lower volume fraction than the fully compressed state, but higher than purely poured state. For example, in the specific example chosen, the compaction process decreased the porosity by approximately 15% (Figure 9).

The basic trends are:

(a) the longer time the fully compressed state, the better the Joule-heating induced bonding and less springback; and

(b) the higher densification (higher volume-fraction) in the fully compressed state, the better the Joule-heating induced bonding and less springback.

8. Extensions and conclusions

This work developed a modular framework for the electrically enhanced sintering of powdered materials using a direct particle representation in conjunction with a staggering scheme to couple submodels of each type of physics together. The physics of this system are strongly coupled since the dynamics control which particles are in contact, which also dictates the electrical contacts, which in turn controls the Joule-heating and the induced thermal fields, which softens and binds the material. The strongly multiphysics-coupled sub-models were solved iteratively within each time-step using a staggering scheme which employs temporal adaptivity to control the error. The submodular approach allows for easy replacement of models, if so desired. Numerical examples were provided. There are a number of enhancements that can be made. For example, in general, the properties of most electrically active materials are quite sensitive to the temperature. For the conductivity, one can use the following decomposition, employing thermo-electric saturation conditions (using Sigmoid functions):

$$
\sigma(\theta, E) = \sigma(\theta_R, E_R) \left[ 1 + K_1 (1 + e^{-\gamma_1 (\theta - \theta_R)})^{-1} + K_2 (1 + e^{-\gamma_2 ||E - E_R||})^{-1} \right],
$$

(50)

where the $\gamma$’s and $K$’s are material parameters, $\theta_R$ is a reference temperature, $E$ is the electric field and $E_R$ is the reference electrical state. Generally speaking, for many materials, until a saturation threshold is met, $\sigma(\theta)$ decreases with $\theta$. See the treatise of Jackson [94] for reviews of the rich variety of possible dielectrical responses of materials, including atomistic-level discussions to motivate nonlinear dielectric behavior.

In closing, it is important to note that a significant acceleration in the computation can be achieved via sorting and binning methods, which proceed by partitioning the whole domain into bins (Figure 10). The particles are sorted by the bins in which they reside. The particle interaction proceeds, bin by bin, where the particles within a bin potentially only interact with particles in other nearest neighbor bins. Essentially, for a given particle in a bin, contact searches are conducted with particles in the neighboring bins only. The approach is relatively straightforward to implement and can speed up the computation dramatically (see Zohdi [78, 73]). There are a variety of related techniques to further accelerate computations. For example, one can assume that particles stay in the bins for a few time-steps, and that one does not need to re-sort immediately. One can construct so-called “interaction” or “Verlet” lists of neighboring particles which particles interact with, for a
few time-steps, and then update the interaction periodically (see Pöschel and Schwager [19]). One can also employ Domain Decomposition techniques whereby the domain is partitioned into subdomains, the particles within each subdomain are sent to a processor and stepped forward in time, but with the positions of the particles outside of the subdomain fixed (relative to the particles in that subdomain). This is done for all of the subdomains separately, then the position of all of the particles are updated and this information is shared between processors, with the process being repeated as needed. The use of these techniques is currently under investigation by the author.
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1. The appendix gives a detailed analysis of Joule-heating phenomena.
2. Such forces can occur from viscous, surrounding, interstitial fluid.
3. The superscript $L$ is a time interval counter.
4. $K_{ij}$ can be approximated by an average interfacial value of the $i$–$j$ pair, $K_{ij} \approx \frac{K_i + K_j}{2}$. If the materials are the same, this collapses to simply $K$. As for the mechanical contact, $A_{ij}$ is the contact area associated with the particle pair $(ij)$.
5. The transverse dimensions of the box were set to be approximately unity, initially. All system parameters can be scaled to describe any specific system of interest.
6. Prototypical values for $c_{en}^0$ range from 0.1 to 10.
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Appendix A.: Joule-heating

A1. Characterizing electrical losses

The flow of current through materials usually leads to the phenomena of Joule-heating. To understand the phenomena, we consider a general electromagnetic system characterized by Faraday’s Law

\[ \nabla \times E = -\frac{\partial B}{\partial t} \]  \hspace{1cm} (51)

and Ampere’s Law

\[ \nabla \times H = \frac{\partial D}{\partial t} + J \]  \hspace{1cm} (52)

where we recall that \( E \) is the electric field, \( D \) is the electric field flux, \( J \) is the electric current, \( H \) is the magnetic field and \( B \) is the magnetic field flux. Joule-heating can be motivated by forming the inner product of the magnetic field with Faraday’s law and the inner product of the electric field with Ampere’s law and forming the difference to yield

\[ \begin{align*}
    &E \cdot (\nabla \times H) - H \cdot (\nabla \times E) = E \cdot J + E \cdot \frac{\partial D}{\partial t} + H \cdot \frac{\partial B}{\partial t}, \\
    &\text{where } W = \frac{1}{2} (E \cdot D + H \cdot B) = \frac{1}{2} (E \cdot \epsilon \cdot E + H \cdot \mu \cdot H) \text{ is the electromagnetic energy and where } S = E \times H \text{ is the Poynting vector. Thus}
\end{align*} \]  \hspace{1cm} (53)

where \( W = \frac{1}{2} (E \cdot D + H \cdot B) = \frac{1}{2} (E \cdot \epsilon \cdot E + H \cdot \mu \cdot H) \) is the electromagnetic energy and where \( S = E \times H \) is the Poynting vector. Thus

\[ \frac{\partial W}{\partial t} + \nabla \cdot S = -J \cdot E \]  \hspace{1cm} (54)

equation (54) is usually referred to as Poynting’s theorem, and can be interpreted, for simple material laws, where the previous representation for \( W \) holds, as stating that the rate of change of electromagnetic energy within a volume, plus the energy flowing out through a boundary, is equal to the negative of the total work done by the fields on the sources and electrical conduction.

A2. Joule-heating

The interconversions of various forms of energy (electromagnetic, thermal, etc) in a system are governed by the first law of thermodynamics, for example case in the current configuration.
\[ \rho \dot{\nabla} w - T : \nabla \dot{\nabla} + \nabla \cdot \mathbf{q} - Z = 0, \quad (55) \]

where \( \rho \) is the mass density in current configuration, \( w \) is the stored energy per unit mass, \( T \) is Cauchy stress, \( \dot{\nabla} \) is the material velocity and \( \mathbf{q} \) is heat flux. We consider the absorbed energy that is available for heating to be proportional to the energy associated with electrical conduction, namely, from equation (54), \( \mathbf{J} \cdot \mathbf{E} \), and account for it via \( Z \stackrel{\text{def}}{=} \rho z = a \mathbf{J} \cdot \mathbf{E} \), where \( a \) is an absorption constant, \( 0 \leq a \leq 1 \). The systems considered in the body of the paper are special cases of this general continuum formulation, which was treated in Zohdi [2].

**Appendix B: Time-scaling arguments for \( \frac{\partial P}{\partial t} \approx 0 \)**

Consider the following

\[
\int_{\partial \Omega} \mathbf{J} \cdot \mathbf{n} \, dA + \int_{\Omega} \frac{\partial \mathbf{P}}{\partial t} \, dV = 0 \Rightarrow \nabla \cdot \mathbf{J} = 0. \quad (56)
\]

where \( \frac{\partial \mathbf{P}}{\partial t} = 0 \) is assumed the current propagates through the particles at a much faster time-scale than the deformation of the system. The velocity of the deformation of the system is far slower than the relative movement of charge (propagation of electricity) through the system (which is considered instantaneous). Changes in \( \mathbf{P} \) are determined by the Gauss’ law:

\[
\int_{\partial \Omega} \mathbf{D} \cdot \mathbf{n} \, dA = \int_{\Omega} \mathbf{P} \, dV, \quad (57)
\]

where \( \mathbf{D} \) is the electric field flux. As an illustrative example, in order to appreciate the fast time scales that justify \( \frac{\partial \mathbf{P}}{\partial t} \approx 0 \), consider an arbitrary piece of continuum (undergoing no deformation) governed by

\[
\nabla \cdot \mathbf{J} = \sigma \nabla \cdot \mathbf{E} = \frac{\sigma}{\epsilon} \nabla \cdot \mathbf{D} = \frac{\sigma}{\epsilon} \mathbf{P} = -\frac{\partial \mathbf{P}}{\partial t}, \quad (58)
\]

where the following simple constitutive laws were used for illustration purposes: \( \mathbf{J} = \sigma \mathbf{E}, \mathbf{D} = \epsilon \mathbf{E} \) and \( \nabla \cdot \mathbf{D} = \mathbf{P} \). Solving for \( \mathbf{P} \) yields

\[
\mathbf{P}(x, t) = \mathbf{P}(x, t = 0)e^{-\frac{\tau}{t}}, \quad (59)
\]

thus

\[
\frac{\partial \mathbf{P}}{\partial t} = -\frac{\sigma}{\epsilon} e^{-\frac{\tau}{t}}, \quad (60)
\]

The term \( e^{-\frac{\tau}{t}} \) is extremely small since the ratio \( \frac{\sigma}{\epsilon} \) is huge for the materials of interest and \( -\frac{\sigma}{\epsilon} e^{-\frac{\tau}{t}} \approx 0 \) for virtually any time-scales of interest, thus justifying \( \int_{\partial \Omega} \mathbf{J} \cdot \mathbf{n} \, dA = 0 \). In summary, any changes in \( \mathbf{P} \) can be considered instantaneous, relative to mechanically induced deformations.